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Preface

The contents of this book cover the following research fields:

� new concepts of smart technologies and their applications;� original methods and software tools for modeling, design, simulation and control of adaptive
structures;� application of the smart-tech concept to the following hot research topics and emerging
engineering issues:
– health monitoring of structures and engineering systems;
– monitoring and prediction of environmental conditions;
– automatic structural adaptation to unpredictable, randomly changing dynamic conditions;
– optimal design of adaptive structures and engineering systems.

All of the above-mentioned topics are the key issues of safety engineering, encompassing
automatic damage identification, unpredictable impact identification (e.g. due to automotive
collision, earthquake or mine explosion) and real-time mitigation of catastrophic impact results.

Readers of this book are assumed to have the fundamental mathematical background of
an engineer. Generally, the book addresses the system identification and control problems
in various fields of engineering, e.g. aeronautical, aerospace, automotive, civil, mechanical
and electrical. This book presents many different case studies to provide engineers with a
comprehensive source of information on damage identification, impact load absorption and
damping of vibrations. For example, automotive engineers designing a car bumper or civil
engineers striving to construct safe bridges (monitored and impact-resistant) may find it useful.

xi
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Organization of the Book

The book has been divided into eight chapters, addressing the following problems:

� Chapter 1: Introduction to Smart Technologies (J. Holnicki-Szulc, J. Motylewski and P.
Kol�akowski) makes the reader briefly acquainted with some history and up-to-date trends in
the fast-developing research field of Smart Technologies.� Chapter 2: The Virtual Distortion Method – A Versatile Reanalysis Tool (P. Kol�akowski,
M. Wikl�o and J. Holnicki-Szulc) presents the basics of the method used by the authors for
fast structural reanalysis. Both the static and dynamic analyses are included. The VDM-
based sensitivity analysis, utilized in many subsequent chapters, is briefly announced. The
versatility of the method, based on analogies between structural and nonstructural systems,
is also discussed.� Chapter 3: VDM-Based Health Monitoring of Engineering Systems (P. Kol�akowski,
A. Świercz, A. Orl�owska, M. Kokot and J. Holnicki-Szulc) contains various applications
of the VDM to the structural health monitoring (SHM) by solving inverse problems. First,
the identification of stiffness and mass degradation in skeletal structures (both in the time
and frequency domains) is discussed. Next, the very important engineering problem of the
identification of delamination in composite beams (using the concept of a contact layer) is
presented. Finally, two problems devoted to health monitoring of engineering systems (no
longer structures) focus on leakage identification in water networks and defect identifica-
tion in electrical circuits. The analogies between truss structures and other graph-modeled
systems have been effectively used.� Chapter 4: Dynamic Load Monitoring (L� . Jankowski, K. Sekul�a, B.D. Bl�achowski, M. Wikl�o
and J. Holnicki-Szulc) contains research results for the problem formulated in two ways.
First, on-line impact load identification is discussed as a crucial issue for adaptive impact
absorption (AIA) systems, reacting in real time to the detected external loading. A fast
response of the order of a few milliseconds is the main challenge for these systems. The
second problem is related to the off-line reconstruction of an impact scenario on the basis
of stored measurements of the structural response. This ‘black-box’ type of application is
currently more frequently required in forensic engineering (e.g. in the reconstruction of
transport collisions). The underlying methodology used in the second formulation is based
on the VDM approach.
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xviii Organization of the Book

� Chapter 5: Adaptive Impact Absorption (P. K. Pawl�owski, G. Mikul�owski, C. Graczykowski,
M. Ostrowski, L� . Jankowski and J. Holnicki-Szulc) contains a description of the main AIA
concept and its applications. First, the multifolding (multifolding materials, MFM) idea is
demonstrated as a particular solution to the challenging problem of optimal topology design
of AIA systems. Secondly, the problem of optimal adaptation (via the control of plastic-
like stresses) of AIA systems to the identified impact is analysed. Inflatable structures with
controlled release of pressure are discussed in a separate sub-chapter as a good example of
AIA systems. Finally, application of the AIA concept to the design of adaptive landing gears
and the related hardware issues are presented.� Chapter 6: VDM-Based Remodeling of Adaptive Structures Exposed to Impact Loads
(M. Wikl�o, L� . Jankowski, M. Mróz and J. Holnicki-Szulc) presents the development of new,
VDM-based numerical tools devoted to optimal design (or redesign) of AIA structures. This
challenging objective requires special and original algorithms that can effectively solve the
complex problem. The coupled analysis requires the plastic stress levels, element cross-
sectional areas and mass distribution to be modified simultaneously. The AIA redesign tasks
utilize the analytically calculated, VDM-based sensitivities, which are further employed in
gradient-based optimization techniques. Remodeling of damping properties is discussed in
a separate subchapter.� Chapter 7: Adaptive Damping of Vibration by the Pre-stress Accumulation Release
Strategy (A. Mróz, A. Orl�owska and J. Holnicki-Szulc) presents the concept of the mentioned
PAR strategy applied to adaptive damping of vibration. The effectiveness of the technique is
demonstrated using smart devices able to control specially designed structural connections
by switching them off and instantly back on. This semi-active approach is able to damp very
effectively first modes of vibrations, transferring part of the energy to higher modes, with
higher natural damping. Numerical results are presented and verified experimentally using
a specially constructed demonstrator.� Chapter 8: Modeling and Analysis of Smart Technologies in Vibroacoustics (T. G.
Zieliński) discusses theoretical fundamentals of newly developed numerical tools necessary
for accurate vibroacoustical modeling of structures or composites made up of poroelastic,
elastic and (active) piezoelectric materials, coupled to an acoustic medium. A widespread
design of such smart noise attenuators (absorbers and insulators) is still an open topic and
should involve an accurate multiphysics approach. Modeling and analysis of smart multilay-
erd panels as well as of porous layers with mass inclusions improving the acoustic absorption
are presented in the second part of the chapter.
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1
Introduction to Smart Technologies

Jan Holnicki-Szulc, Jerzy Motylewski and Przemysl�aw Kol�akowski

1.1 Smart Technologies – 30 Years of History

The term smart technologies (Smart-Tech) is understood as a generalization of the concept of
smart structures. Smart technologies encompass mechanical systems equipped with sensors,
actuators and pre-programmed controllers, which allow a structure to adapt to unpredictable
external loading conditions. The concept of smart technologies requires the knowledge about
the mechanical system itself, embedded sensors and controllable devices (usually based on
smart materials), and driving electronics with integrated software, which adds the intelligence
to the system.

Technological developments in the field of smart materials (modifying their properties, e.g.
due to variation of the electric or magnetic field) and computational techniques have reached
a point in which their synergy has a significant impact on the applicability of the interdis-
ciplinary concepts of smart technologies to real structures (smart structures). The material
science has led to the theoretical and experimental development of multifunctional materials
(e.g. piezoelectric ceramics, shape memory alloys, magnetorheological fluids (MRFs), magne-
tostrictive materials). Furthermore, the development of fast and miniaturized microprocessors
has enabled the design of embedded systems with distributed control capabilities. The final
integrated product is composed of the following items:

(1) a distributed sensing system (e.g. based on piezoelectric transducers) able to monitor the
structural response;

(2) actuators (e.g. utilizing MRFs) able to modify structural properties and
(3) control units able to realize a pre-designed strategy.

Such systems can be very effective in many applications, including structural health monitoring,
mechanical impact absorption, damping of vibration and noise reduction.

Intelligent structures became the object of scientific research (mainly as hypothetical solu-
tions) as a result of new demands that came from the space engineering in the 1970s and 1980s.
For example, the problem of shape preservation of a parabolic antenna, launched in space, is

Smart Technologies for Safety Engineering   Edited by J. Holnicki-Szulc
© 2008 John Wiley & Sons, Ltd. ISBN: 978-0-470-05846-6
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2 Smart Technologies for Safety Engineering

not a trivial task. The thermal shock that occurs while passing through the Earth’s shadow can
cause vibrations, which are very difficult to be damped. These vibrations are induced due to
the high flexibility of space structures, resulting in their low natural damping. As a remedy,
intelligent systems, able to mitigate these vibrations, had to be invented. This shape (and vi-
bration) control problem can be formulated by making use of highly responsive piezo-sensors
and piezo-based actuators. The above-mentioned shape control problem requires work to be
done against the resisting structure, using actuators. In the case of large civil structures, this
actuation leads to substantial energy consumption, which cannot be supplied instantly. Conse-
quently, the applications for this type of smart structure are significantly limited. Nevertheless,
an important class exists of large real structures that can be effectively controlled with smart
devices, consuming little power. Such structures can be called adaptive structures (instead of
active structures). They are equipped with the dissipative kind of actuators (or dissipators)
only. The field of their application is, for instance, the adaptive impact absorption (AIA), in
which a structure equipped with controllable dissipators has to absorb optimally the energy
coming from external extreme loads.

In the 1990s, the smart structure concept was under development through various lab-scale
demonstrations of fully active, but very flexible systems, dynamically controlled with piezo-
patches. Adaptive (semi-active) systems were also applied effectively to very large real civil
structures (e.g. tall buildings in seismic areas or suspension bridges with MRF-controlled
dampers).

Currently, the main stream of worldwide research and development activities in the field
of smart structures is focused on structural health monitoring (SHM) and load identification
(mostly applied to civil, mechanical and aerospace structures). There are several periodi-
cally organized international conferences [1–5] and scientific journals devoted to the subject.
These academia-industry meetings, gathering various engineering communities, demonstrate
the rapid development of SHM hardware solutions, accompanied by a relatively slow progress
of new software tools. Researchers do have access to huge databases collected via numerous
installations (mostly the large bridges monitored in Japan and South Korea), but the soft com-
puting tools (e.g. based on neural networks or genetic algorithms) seem to have encountered
limitations in application to large real structures. The structural control is the second field of
application for smart technologies (e.g. damping of vibration [6] in antiseismic structures or
in suspension bridges by MRF dampers). Dedicated international conferences are periodically
held on structural control [7, 8], including some SHM issues as well. There are also cyclic
events strongly related to the SHM and structural control topics [9–13]. In general, the in-
terdisciplinary solutions can provide some extraordinary properties, thus mechatronic ideas,
for example, are more and more frequently applied in structural mechanics. Nevertheless,
there are still new areas open to potential applications as well as possibilities of improvement
in already existing solutions. An important example is the design of vehicles with improved
crashworthiness. For example, new euro codes, imposing high survivability requirements in
crash scenarios, are under preparation. An increased interest can therefore be expected in the
development of effective methods (including hardware devices and software tools) for the
design of safe, crash-resistant vehicles.

New, emerging areas for the application of smart technologies are autonomous systems
able to:

� monitor environmental conditions;� identify extreme loads in real time;� adapt to overloading by proper tuning of controllable dissipators;
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� monitor structural health after the reception of impact;� facilitate a decision on further use of the structure (self-repair if possible, post-impact
inspection, reinforcement or rebuilding).

Particularly challenging problems to be solved are the following:� distributed sensor systems for monitoring large structures;� wireless sensors and data transmission;� fast programmable controllers for embedded, distributed systems;� long-life power sources and energy harvesting;� fastly responding actuators with high stroke and blocking force;� driving electronics allowing for instantaneous generation of magnetic fields;� software tools processing effective algorithms (e.g. solving dynamic, inverse problems),
aiming at identification of the current state of structural health.

1.2 Smart-Tech Hardware Issues

1.2.1 Structual Health Monitoring

The term structural health monitoring (SHM) refers to an important and fast-developing area
of smart technologies. Its objective is the identification of damage (or load) by investigating
structural responses due to environmental (ambient) or known excitations. In SHM systems,
modern sensing technologies are employed to provide accurate measurements of structural
responses. The results of the measurements can be subsequently analyzed by numerical algo-
rithms in order to identify damage in the structure. Generally, modern SHM hardware systems
consist of sensors, a data acquisition and processing block, a communication item and a main
computer center. Physical quantities typically measured in vibration testing include accelera-
tions or strains. In addition, measurements of temperature, humidity and wind velocity may
be required to quantify the environmental conditions. Depending on the physical quantities
to be monitored, the type of sensor is selected accordingly, i.e. accelerometers, tensometers,
etc. A challenging problem is to determine the minimum number of required sensors and their
optimal placement.

Probably the most common measuring devices used in SHM are the piezoelectric transducers
[14] because of their outstanding electromechanical properties, relatively low price, and both
actuating and sensing capabilities. They have been used for years in classical nondestructive
testing and evaluation (NDT/E) methods like ultrasonic testing or acoustic emission. The
direct piezoelectric effect, utilized in sensors, is present when a mechanical deformation of
the piezoelectric material produces a proportional change in the electric polarization of that
material (electric charge appears on opposite faces of the material). The converse piezoelectric
effect, utilized in actuators, means that an acting external electric field induces proportional
mechanical stress in the piezoelectric material (the material is deformed when an electric
voltage is applied). A rather restricted number of piezoelectric materials have been found to
be suitable for transduction elements in piezoelectric sensors. Basically, natural crystals (e.g.
quartz, tourmaline) and synthetic single crystals (e.g. gallium ortho-phosphate, crystals of the
CGG group), piezoelectric ceramics (e.g. lead–zirconate–titanate, denoted as PZT) and thin
films (e.g. polyvinylidene fluoride, denoted as PVDF) can be used. Piezoelectric materials
used in sensors combine excellent mechanical properties with a high piezoelectric sensitivity
at a low production cost. They have a number of advantages, which makes them particularly
suitable for dynamic measurements. Piezoelectric sensors have extremely high stiffness (their
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deflections are usually in the μm range), high natural frequency (hundreds of kHz), wide
measuring range and a wide operating temperature range. The crystal-based sensors have
very high stability whereas the ceramic-based ones can be produced in commercial quantities.
Quasi-static measurements are possible with sensors having single crystals as transduction
elements. Piezoelectric sensors can directly measure force, strain, acceleration and pressure.
Sometimes the piezoelectric transducers are used for both actuation and sensing of a structural
response simultaneously. The electrical impedance of the transducer is directly related to
the mechanical impedance of the structure on which the transducer is mounted. Changes of
structural properties such as stiffness, mass and damping can be monitored this way.

The fiber optic sensors [15] have a great potential to become widely used instruments in
the field of SHM. Typical electrical strain gages are small and very accurate strain-measuring
devices. However, they generally have a small dynamic range and are affected by environ-
mental conditions such as moisture and temperature. Modern optical fibers are composed of
high-silica glass doped with some oxides to achieve a required refraction index. An optical fiber
consists of a core encapsulated in a cladding with a smaller refraction index. This enables total
internal refraction at some incidence angle of entering light. Optical fibers can be generally
divided into two types: multimode and single mode. Of special importance in strain sensor
technology are single-mode optical fibers. Single-mode fiber limits its guidance capability for
a chosen wavelength to one mode thanks to small diameter of the core and small difference
between the core and cladding refraction indices. In practice, however, instead of just one
mode, two orthogonally polarized, strongly coupled modes are carried by most commercially
produced fibers. This effect, called birefringence, is often preferable as it helps the fiber to
maintain the polarization of a guided wave and transmit it long distances. Light launching into
a single-mode fiber of small core is difficult and favors a light source with highly directional
output, e.g. a light emitting diode or injection laser diode. The major division of the fiber optic
sensors distinguishes the interferometric sensors for outside (i.e. surface) application and fiber
Bragg grating (FBG) sensors for inside application (i.e. embedded in the structure). The most
widespread interferometric sensors interrogate a measurand-induced change of phase in the
light propagating along a single-mode optical fiber. Several different layouts of interferometric
sensors may be used, depending on the arrangement of optical paths. The most common config-
urations, based on phase change analysis, are the Michelson and Fabry–Perot interferometers.
Interferometric optical fiber sensors provide high-sensitivity measurements. They require a
special signal recovery technique (demodulation) to perform absolute measurements. Devel-
opment of low-cost fabrication methods that do not compromise the strength and fatigue life
of the optical fibers should facilitate the wide use of the sensors. The FBG sensors are highly
sensitive devices as well. Their manufacturing process is automated and ensures no strength
loss of the optical fiber. The intracore Bragg grating fiber optic sensor relies on the narrowband
reflection from a fiber segment of periodic variations (gratings) in the core index of refraction
of a single-mode fiber. If FBG sensors are used with the ratiometric demodulation system, they
can build a robust, absolute-measurement, low-cost sensing system, which can be integrated
on an optoelectronic chip, easily interconnected with the structure.

The laser Doppler vibrometer (LDV) can also be applied to reliable measuring of vibration
characteristics (e.g. displacements, velocities) of large structures, even under a low-level ex-
citation such as ambient vibration. The LDV is an indispensable tool whenever direct contact
with the investigated object is impossible or undesirable.

Today’s conventional monitoring systems have their measuring points wire-connected to
the centralized data acquisition unit through coaxial cables. The sensors provide analog time
signals, which need to be sampled and digitized for use in modern discrete-signal-processing
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Figure 1.1 A bridge with a cable-based SHM system

systems. As the analog signal sometimes travels a long distance from the sensor to the data
aquisition unit, it may become noisy and degrade with the increasing cable length. A conven-
tional SHM system, consisting of sensors, preamplifiers, a preliminary signal processing unit,
an analog–digital (A/D) converter, centralized data acquisition and storage unit, is depicted
in Figure 1.1. An alternative for the conventional SHM system can be obtained by merg-
ing some up-to-date technologies, which enable improved data acquisition and transmission.
Microelectromechanical systems (MEMSs) for SHM are miniature electromechanical sensor
and actuator systems fabricated in numerous series, using the processes of very large system in-
tegration (VLSI) technologies. Combining the advanced MEMS sensors with microcontrollers,
an inexpensive, compact and intelligent sensing system can be made without the necessity to
rely on the expensive data logger and the A/D transform interface. Modern, intelligent MEMSs
equipped with microcontrollers should evolve towards devices able to:

� provide wireless comunication between the sensor and the data acquisition unit by installing
special chips (already accomplished);� handle large amonuts of data and filter out only the relevant information by utilizing pro-
grammable microcontrollers with dedicated software (to be accomplished).

Such remote intelligent monitoring system is expected to reduce the monitoring cost sig-
nificantly. An example of a modern SHM system, with enhanced functionality thanks to the
intelligent data processing plus wireless communication between sensors and the centralized
data storage unit, is shown in Figure 1.2. However, many challenges associated with develop-
ing wireless SHM systems include restricted power consumption, data fidelity during wireless
communication, real-time data acquisition from multiple sensing points under a limited com-
munication bandwidth and the difficulties in time synchronization.

Although many real-time monitoring and control systems are designed to be computer
based, the final decision on continued or suspended operation of a structure/system should be
taken by qualified staff. The fast-growing databases, containing different kinds of data, have
been the incentive to develop the decision support systems (DSSs), which facilitate on-line
monitoring of the structure/system by using artificial intelligence methods, e.g. case-based
reasoning (CBR).
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Figure 1.2 A bridge with a wireless SHM system

1.2.2 Adaptive Impact Absorption

The term adaptive structures refers to controllable structures, equipped with pliant actuators,
which modify (in real time) the mechanical properties of the structure exposed to extreme loads
in such a way that no externally generated control forces are introduced. As a consequence,
there is no need for an energy source to control the performance of the actuators (except for
the low-energy source required to power the pliant dissipators). This class of smart structures
is much more likely to be applied in civil and mechanical engineering, where the control
process is restricted to a ‘smart’ strategy of dissipation of the strain energy accumulated due to
the external load. Actuators take the form of energy dissipators with controlled characteristics
(e.g. with the yield stresses as control parameters), which trigger plastic-like behavior (yielding)
in the overloaded zones. The predetermined optimal distribution of plastic-like properties in
structural elements (realized by structural fuses e.g. in the form of controlled pneumatic or
hydraulic valves) can significantly increase the total energy dissipation level and improve the
overall structural performance.

Consider an example of the adaptive chassis of a passenger car, shown in Figure 1.3(a).
Here, the plastic-like behavior in the truss-like suspension system can be controlled by quick
opening and closing of the hydraulic ultimate valves. For example, assume that the plastic
limits in the adaptive elements cannot exceed the value σ u. If the limit pressures, which trigger
the opening of the valves A1 and A2 (see Figure 1.3(b)), make the condition σ � < σ u satisfied,
then the overall characteristic of the adaptive element will take the form shown in Figure 1.3(c).
A similar effect can be realized by using an MRF instead of controllable valves.

Numerical tests [16] have demonstrated high efficiency of the above concept for the impact
energy absorption of a railway car crashing against a rigid wall. The obtained results show
that for an impact velocity of 25 m/s, safe adaptation of the chassis is possible using just
passive elements, i.e. where the plastic limits σ � are assumed to be constant and not controlled.
However, by adopting a control strategy for the process, which allows the plastic limits σ � to
be tuned in each adaptive element, the maximum safe impact velocity is increased to 38 m/s.
Applicability of the adaptive concept to the design of structures for extreme loads, especially
for impacts (cf. Chapter 5) and for vibration control (cf. Chapter 7), is demonstrated in this
book. Some applications to the design of civil and mechanical structures in particular are also
presented.
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Figure 1.3 (a) Two-layer adaptive suspension system, (b) model of an adaptive hydraulic absorber, (c)

characteristic of the adaptive element

The hardware required for AIA systems includes accelerometers, force, pressure and strain
sensors. Some parts of the instrumentation are similar to SHM systems, but the necessary items
are a microcontroller, feedback units and activating elements, i.e. actuators (see Figure 1.4).
The microcontroller is a computer on a chip and is used to control electronic devices. A typical
microcontroller contains all the memory and interfaces needed for a simple application, whereas
a general-purpose microcontroller requires additional chips to provide these functions. Thus the
typical microcontroller is a kind of microprocessor characterized by self-sufficiency and cost-
effectiveness, in contrast to the general-purpose microcontroller (the kind used in a personal
computer (PC)). The use of a microcontroller significantly reduces the number of chips and
the amount of wiring in an AIA system.

For the last decade a vivid debate has run about the advantages and disadvantages of pro-
grammable logic controllers (PLCs) compared to PC-based ones. While the technological
differences between the PLCs and PCs disappear, with PLCs using commercial off-the-shelf

Actuator
Feedback

unit

Sensor
Data

processing unit
Micro-

controller
AUX

output

Figure 1.4 Block diagram of a basic AIA system
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hardware and PCs incorporating real-time operating systems, a new class of controllers, the
programmable automation controller (PAC), is emerging. Although many industrial applica-
tions are solved with traditional tools, there is a strong demand for simple low-cost PLCs.
This has been an incentive for the growing production of low-cost micro-PLCs with digital
input/output (I/O) using ladder logic. Most PLC users create PAC software by adding new
functionality such as Ethernet communication, motion control and advanced algorithms into
the existing architecture. PACs can directly take high-accuracy measurements, which are then
passed directly into their control systems for immediate processing. In the AIA applications,
it is extremely important to collect high-speed measurements for loads and vibrations. PACs
represent the latest achievement in programmable controllers. The future for PACs is the in-
corporation of embedded technology. A challenging issue is the ability to design software in
order to define hardware.

The field programmable gate arrays (FPGAs) [17] are electronic components commonly
used by manufacturers to create custom chips, allowing the ‘intelligence’ to be placed in new
devices. These devices consist of:

� configurable logic blocks able to perform a variety of functions;� programmable interconnections acting as switches to connect the function blocks;� I/O blocks that pass data in and out of the chip.

FPGAs are comparable to having a computer that literally rewires its internal circuitry to run
a specific application. For example, one of the PAC platforms, named the Compact FieldPoint
(http://www.ni.com/pac/cfp.htm), consists of hot-swappable analog and digital I/O modules
and controllers with Ethernet and serial interfaces. The Compact FieldPoint network com-
munication interfaces automatically publish the measurements through an Ethernet network.
Another PAC platform named CompactRIO (http://www.ni.com/pac/crio.htm) is an FPGA-
based reconfigurable control and acquisition system, designed for applications that require a
high degree of customization and high-speed control. The architecture combines a real-time
embedded processor for complex algorithms and custom calculations with a reconfigurable
I/O (RIO) FPGA core.

1.3 Smart-Tech Software Issues

Smart technologies include not only the hardware devices but also the accompanying software
tools, realizing smart strategies of structural monitoring and control. The numerical tools for
the SHM and the design of adaptive structures, presented in this book, are often based on the
virtual distortion method (VDM) (see Chapter 2). The VDM has been developed especially for
a fast reanalysis, sensitivity analysis and control of dynamic structural responses. The presented
software packages (see Chapters 3, 4 and 6) are numerically very effective and original.

In the design of structures for crashworthiness, present-day numerical simulation tools used
in routine engineering practice focus on precise calculation of the crashing response of the
base structures, but offer little guidance in the design process of optimal, energy-absorbing
systems. On the contrary, as a result of the approach presented in this book (see Chapter 6), the
optimal material distribution and nonlinear material characteristics could be designed (with
the help of suitable software packages) for a predicted set of crash scenarios, including side
impacts, which are difficult to be absorbed.

The numerical tools developed to design dynamically responding (also in the case of physical
nonlinearities) systems can also be applied for damage identification and structural health
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monitoring problems. Consequently, Chapter 3 of this book is dedicated to inverse dynamic
problems, where the VDM-based sensitivity analysis allows the damage location and intensity
to be determined by observation of perturbations in structural responses. A part of Chapter
4 presents a solution of an SHM-related problem of load (location and intensity in time)
reconstruction via inverse analysis.
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2
The Virtual Distortion
Method – A Versatile
Reanalysis Tool

Przemysl�aw Kol�akowski, Marcin Wikl�o and Jan Holnicki-Szulc

2.1 Introduction

The virtual distortion method (VDM) has been extensively developed since the mid 1980s in
the Institute of Fundamental Technological Research (see the authors’ affiliation). The term
distortions was adopted from the book entitled Theory of Elasticity written by Nowacki [1],
who used them to model material dislocations and to describe thermoelastic interactions. Then,
Holnicki-Szulc and Gierlinski [2] initiated the VDM as such, introducing the notion of virtual
distortions and proposing the idea of influence matrix, which is the essence of the method.

The concept of VDM is similar to the previously existing approach, mainly initial strains,
which was first theoretically considered by Kroener [3]. Subsequently, Argyris [4] and Maier
[5] used initial strains in order to model the phenomenon of plasticity in structures. The
introduction of an initial strain to the structure causes disturbance in the total equilibrium
conditions. As there is no relation between the imposed strain and the global response of the
structure, the redistribution of stresses in the initial strains approach takes place in iterations.
This is essentially the difference between initial strains and VDM, where local–global relations
between elements of the structure are gathered in the influence matrix and further utilized in
computations. The influence matrix stores information about the whole mechanical knowledge
of the structure (topology, materials, boundary conditions). Thanks to this, the redistribution of
stresses due to the introduction of a virtual distortion (equivalent to initial strain) is performed
simply in one step, without iterations.

The VDM belongs to fast reanalysis methods, which basically means that a primary response
of the structure (obtained via a finite element mehtod (FEM) analysis) is further modified by
introducing fields of virtual distortions in a fast and efficient way. It was proved by Akgun
et al. [6] that there is an equivalence between the VDM and the general Sherman–Morrison–
Woodbury formulas derived in 1949/50, telling how to compute efficiently an inverse of a
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matrix subject to a variation. A brief overview of other fast reanalysis methods can be found
in the following section.

The VDM was first applied by Holnicki-Szulc to induce pre-stress in elastic structures. His
works include analysis, design (e.g. remodeling) and control applications [7, 8]. The same
formal framework has recently been used in other applications related to smart structure tech-
nologies, e.g. adaptive structures or inverse problems of identification. The VDM can work
effectively in the plastic regime, provided that the nonlinearity is approximated by piecewise
linear sections.

One-dimensional models (trusses, beams) are the most effective in VDM, as the number of
distortions to be imposed in a finite element is small (just one for trusses and three for beams).
Plate or shell elements require more distortion states and consequently the composition of
the influence matrix becomes more complex and time-consuming. Thanks to the analogies
between trusses and nonstructural systems, i.e. water networks or electrical circuits, the VDM
has recently been extended to model these systems. Truss structures are quite popular in civil
engineering, so the method presented in this chapter is readily applicable for optimal design
and health monitoring of real structures. For all these reasons, the strength of VDM is further
demonstrated for the truss model.

The purpose of the chapter is to demonstrate the capabilities of VDM by providing an
overview of major developments of the method done so far in structural statics and dynamics [9].
VDM-based sensitivity analysis as a useful tool for optimization is briefly described. Versatility
of the method appears to be its greatest advantage. It is interesting that the framework of VDM
is general enough to solve problems from other technical fields too, e.g. hydraulic or electrical
engineering, utilizing the idea of a graph.

2.2 Overview of Reanalysis Methods

A few articles [10, 11] reviewing the static methods of structural reanalysis have appeared in
the literature in the last 20 years. The most recent one has been published by Akgun et al. [6],
who describe and compare three methods of structural reanalysis – the combined approxima-
tion (CA) method, theorems of structural variation (TSV) and the virtual distortion method
(VDM). It is shown that all the methods stemming from structural analysis are equivalent
to the Sherman–Morrison [12] and Woodbury [13] (SMW) formulas originating from purely
mathematical considerations of linear modifications of matrices. Akgun et al. admit that the
capability of handling physically nonlinear problems by the VDM was the incentive for them
to extend the SMW formulas to the nonlinear range as well. Unlike in the VDM, the nonlinear
reanalysis by the SMW formulas requires an iteration procedure (e.g. Newton-like methods).

Fox and Miura [14] and Noor and Lowder [15] presented the idea of the reduced basis ap-
proach (also called the Ritz vector approach in model reduction or eigenproblems) in structural
reanalysis. The point is that the displacement vector of the modified structure is approximated
with a linear combination of only a few (significantly less than the number of the degrees
of freedom) linearly independent vectors (similar to the influence vectors in the VDM) of a
previously analyzed structure. Kirsch and Liu [16] continued to develop the reduced basis
idea in the combined approximation (CA) method. The basis vectors in the CA method are
calculated from a recurrent formula using an inverse of a decomposed stiffness matrix. The
number of basis vectors in reanalysis is arbitrarily selected, but rarely exceeds ten, even for
large problems. Satisfactory accuracy of response of the system reanalyzed by the CA method
is usually assured with only a few basis vectors. If the basis vectors come close to being linearly
dependent, then the solution becomes nearly exact. The approach was primarily developed for
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linear static analysis. An extension of CA to geometrically nonlinear problems [17] is worth
noting.

The theorems of structural variation (TSV) [18] are in fact very similar to the VDM and were
initiated at the same time. Instead of applying unit strains for building the influence matrix,
unit loadings are used. Like the VDM, the method provides exact results. The first theorem
expresses element forces and nodal displacements in a modified structure in terms of forces for
the original structure and forces due to unit loadings. The second theorem concerns analogous
expressions for displacements. The TSV method has been extended to two-dimensional [19]
and three-dimensional [20] finite elements. Elastoplastic analysis can also be performed by
TSV [21]. No development of the TSV method in dynamics has been done, as far as the authors
know.

Deng and Ghosn [22] developed the pseudoforce method (PM) to perform reanalysis. The
concept of pseudoforces, analogous to virtual distortions in VDM and pseudoloads in TSV,
is used to model structural modifications. Based on the SMW formulas, which require the
inverse of an initial stiffness matrix, an algorithm is proposed for solving both the linear and
nonlinear reanalysis problems. It is noted that at some point of nonlinear incremental analysis,
factorization of the stiffness matrix may be necessary. Otherwise the PM solution will prove
to be costlier than a standard solver. Linear reanalysis of optimal placement of bracing for a
two-dimensional frame and an elastoplastic analysis of a bridge deck are presented.

Bae and Grandhi [23] use the successive matrix inversion (SMI) method for reanalysis of
structural systems. For initialization, the inverse of an initial stiffness matrix K is required.
Subsequently, the applied structural modification �K is decomposed into submodifications
�K j ( j = 1 DOF (degree of freedom)), each one of which has only the j th nonzero column for
the DOF × DOF system. This allows advantage to be taken of the Neumann (binomial) series
expansion at the element level in order to obtain a recursive formula for finding the inverse
of the modified stiffness matrix K + �K instead of inverting it directly. The SMI method
is applied to a truss, frame and plate in linear statics. Approximate (not exact) solutions are
obtained.

An approach proposing improvement of accuracy to the Neumann series expansion was
proposed by Hurtado [24]. To this end, Shanks transformation (ST) is used to handle large
modifications effectively. A significant improvement compared to the Pade approximation,
described in Chen et al. [25], is demonstrated. Comparison with CA shows that the presented
method is equally accurate, but exhibits faster convergence with the increase of expansion
terms in the Neumann series. Linear examples of trusses are presented.

The term reanalysis in the nonlinear range may be understood in two ways. The first way
is the standard modification to a structural parameter like in linear problems. The second way
is different – it is rather an improvement (reduction of operations) of the Newton–Raphson
procedure, which performs iterations to follow a nonlinear path. Examples of the different
understanding of reanalysis are applications of the ST method and the Leu and Tsou [26]
method.

Most of the existing reanalysis methods in dynamics concentrate on resolving the modal
problem, in which only modifications to eigenvalues and eigenmodes are considered. This
problem is solved quasi-statically in the frequency domain (no dependence on time has been
investigated). A review of some eigenvalue reanalysis methods can be found in Chen et al. [25].

Recent methods dealing with reanalysis of the eigenproblem are generally named in the
literature as structural dynamic modification (SDM). For solving the SDM problem, Ravi
et al. [27] propose the single-step perturbation method as an alternative to the previously
developed multiple-step perturbation. The single-step approach seems to outrank the multistep
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one, both in terms of accuracy for large modifications and computational effort. Yap and
Zimmermann [28] prove that their iterative SDM method provides better estimates of both
natural frequencies and mode shapes than the sensitivity-based methods. It can also provide
a reasonable trade-off between accuracy and computational effort. The McDonnell–Douglass
test space structure was used to demonstrate the validity of their approach. Chen [29] proposes
an efficient iterative SDM for large modifications of modal parameters, based only on a limited
knowledge of the original mode shapes (neither the original stiffness nor mass matrix is
required). His noniterative high-order approximation approach also gives good estimations
of the modified modal parameters. Reduced eigenvalue reanalysis presented by Grissom et al.
[30] is used to predict the behavior of a structure with multiple absorbers, on the basis of
the response of the structure without absorbers. The method is confronted with impedance-
based approaches. The obtained results agree with the ones produced by the finite element
(FE) code NASTRAN and measured in experiment. Recently, Kirsch et al. extended the CA
method to nonlinear dynamic problems [31]. Similarly to SDM, the CA approach in structural
dynamics is also limited to recalculation of an eigenproblem. The procedure involves shifts of
the basis vectors as well as Gram–Schmidt orthogonalizations. The effectiveness very much
depends on a proper choice of the basis vectors. The approach has been validated against
the FE code ADINA. Huang et al. [32] propose a reanalysis method based on the Rayleigh–
Ritz analysis, which handles extension of the basis vectors. This enables performance of an
eigenproblem reanalysis in the case of topological changes, i.e. addition of members and
joints to the structure. Accuracy depends greatly upon the number of eigenmodes analyzed
for the original structure. All the above-mentioned SDM methods neglect the damping matrix
in the analysis. With the perturbation approach, proposed by Cronin [33] and Tang and Wang
[34], it is possible to analyze modifications to the damping characteristics of a structure as
well. The assumption is that the original structure exhibits classical (proportional) damping,
which means that it has the same modes as the corresponding undamped structure. Thus,
the perturbation reanalysis can be performed in the configuration space by using the known
real modes.

The only reanalysis method, known to the authors, producing a dynamic response in the
time domain is the one based on the dynamic modification method (DMM) proposed by
Muscolino [35]. Cacciola et al. [36] continue to develop this method proving its numerical
efficiency and accuracy. For performing dynamic analysis, the equations of motion for a clas-
sically damped structure are uncoupled by the modal coordinate transformation, which also
reduces the modal space (similarly to the Ritz vector approach). As a result, diagonal instead
of full matrices enter the equations of motion. The second step is reformulation of the reduced
problem in the state space. A tridiagonal transition matrix has to be defined. This allows a rel-
atively simple solution procedure to be employed for the state variables involving operations
(including inversions) on tridiagonal matrices. Finding the solution back in the original modal
space is straightforward. For performing a dynamic reanalysis with this method, an analogous
procedure is used, in which the increment of modification has to be specified explicitly. All
other matrices appearing in the reanalysis are related to the original structure. It is claimed that
nonproportional damping can be handled by the same method by treating it as a system modi-
fication. Accurate results of a response in the time domain with only five modes in the reduced
basis are presented for a truss structure. Both the deterministic and stochastic loads are consid-
ered. The DMM fails only for drastic modifications of the original system, for which the order
of the reduced modal space is not significantly lower than the original one and the numerical
gain vanishes.
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2.3 Virtual Distortion Method – The Main Idea

In the whole chapter, the lower case subindices refer to elements in the local coordinate system.
The upper case subindices refer to nodes in the global coordinate system. Einstein’s summation
convention is used. Underlined indices are exempt from summation.

A simple two-bar truss has been chosen for demonstration of the main idea. Figure 2.1
schematically depicts an original structure consisting of two parallel truss elements, suppressed
at the upper common node and exhibiting identical deformation at the lower common node.
Assume that the left-hand element of the original structure has been subject to a modification
(e.g. due to a change of its cross-sectional area).

Let us call the corresponding initial strain of the left-hand element (in isolation, i.e. out of
structure) a virtual distortion ε0

1. This initially deformed member has to comply with the con-
tinuity constraints of the structure. Thus, placing the element back into the structure provokes
a self-equilibrated state of residual stresses σ R

i and a compatible state of strains εR
i (see the

prestressed structure in Figure 2.1)
Then, let us apply an external force-type load P to the analyzed structure. It generates the

deformation denoted by εL
i in the loaded, linearly elastic structure. Superposing these two

states of the prestressed and the loaded structure gives, as a result, a distorted (modelled)
structure (with a combination of linearly elastic responses to initial strains and external load).
It is now postulated that (as marked in Figure 2.1) the distorted structure should be identical
in terms of final strains εi and internal forces Aiσi with a modified structure (with a modified

cross-sectional area in the left-hand element from A1 to Â1).

PP

σ ε1=E

σ ε2=E

Modified ( )εDistorted ( )εPrestressed ( )εR

ε ε εl=( + )lL R

σ ε ε2=E( +0.5 )L 0

σ ε ε1=E( -0.5 )L 0

εLl

l
σ εR 0

2=0.5E

σ εR 0
1=-0.5E

ε εR 0l=0.5 l

αε0r

aε0r 0
1l=0.5 lε

aε0r 0
2l=-0.5 lε

ε ε0 0
1l= l

aε0c 0c 0
1 2l= l=0.5 lε ε

l
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Loaded ( )εL

P

0

Figure 2.1 Virtual distortion method scheme
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Virtual distortions can be used to simulate not only modifications of material distribution
but also material nonlinearities, i.e. plastic effects. An arbitrary state of distortions can be
uniquely decomposed ε0

i = ε0c
i + ε0r

i (cf. Reference [8]; see Figure 2.1). The component ε0c

is responsible for the compatible, stress-free deformation of the structure (e.g. caused by
homogenous heating of both elements of the truss) while the component ε0r causes the self-
equilibrated, strain-free stress state in the structure (e.g. caused by heating of the left element
with simultaneous cooling of the right one). The components ε0r

i are presented in Figure 2.1
prior to satisfying the continuity constraints.

2.4 VDM in Structural Statics

2.4.1 Influence Matrix in Statics

The main feature distinguishing the VDM from the initial strains approach is the influence
matrix Dε

i j . It describes strains in the truss member i caused by the unit virtual distortion

ε0
i = 1 (unit initial strain) applied to the member j . The unit virtual distortion is practically

imposed as a pair of self-equilibrated compensative forces of reverse signs (equivalent to a unit
strain as in Figure 2.2) applied to the nodes of the strained element. The influence matrix Dε

i j
collects m influence vectors, where m denotes the number of truss elements. In order to build
an influence vector, a solution of a standard linear elastic problem (equilibrium condition) by
the finite element method has to be found:

KMNuN = fM (1)

with KMN being the stiffness matrix, uN the displacement vector and fM the force vector in
global coordinates. Usually, the obtained displacements serve to calculate a corresponding

1

2

3

4 5

E A5 5

0

5=1

E A5      5

Figure 2.2 Influence of the unit distortion applied in a chosen location
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response in strains:

εi = Gi N uN (2)

with Gi N being the geometric matrix, which transforms global degrees of freedom to local
strains (continuity condition). The response in strains is a standard for building an influence
vector. However, storage of any other required response is also useful, i.e. displacements,
stresses or forces.

The external force vector f in Equation (1) corresponds to two compensative forces (axial
forces in the case of truss structures) applied to a structural member, equivalent to application
of a unit strain to the unconstrained member (see the diagonal element in Figure 2.2 after
applying the pair of forces). The response of the structure to the imposition of the unit virtual
distortion ε0

5 = 1 is depicted by the deformed configuration in Figure 2.2.
Thus to build the influence matrix Dε

i j , m solutions of a linear elastic problem have to be
found. The set (1) has to be solved with m different right-hand sides corresponding to m pairs of
compensative forces applied successively in each structural member. In this way, the influence
matrix stores information about the entire structure properties including topology, material
characteristics and boundary conditions, in calculation of the structural response.

Note that the static influence matrix for statically determinate structures becomes an identity
matrix (zero redundancy means no interrelations between members) and the VDM loses its
major tool. For truss structures, the strain influence matrix Dε

i j is quadratic, nonsymmetric and
singular. Making use of Betti’s mutual work principle it can easily be proved that the matrix
Aili Dε

i j becomes symmetric, where Ai and li denote the initial cross-sectional area and element
length, respectively. The rank of the m × m symmetric matrix is rank [Aili Dε

i j ] = m − k, where
m and k denote the number of all elements and the structural redundancy, respectively. It means
that there are m–k linearly independent components ε0c

i causing stressless compatible strains
εR

i and k linearly independent components ε0r
r , causing strainless self-equilibrated stresses

σ R
i . All nonvanishing eigenvalues of the matrix Aili Dε

i j are positive; thus it is nonnegative
definite.

Analogously, it can be proved that the influence matrix storing responses in stresses
Aili Dσ

i j = Aili Ei (Dε
i j − δi j ) is symmetric, nonpositive definite of the rank [Aili Dσ

i j ] = k. Ei

denotes Young’s modulus and δi j is the Kronecker’s delta. This matrix (originally called Z ) was
introduced by Maier (cf. Reference [5]) and applied to the initial strains approach, allowing for
the elastoplastic analysis of stress redistribution through a quadratic programming procedure.
In the VDM approach, however, the distortions β0

j modelling plastic permanent deformations
can be simply determined by solving a set of linear equations, while satisfying the condition
that yield stress should be reached in all overloaded members (cf. Reference [8]).

2.4.2 Stiffness Remodeling in Statics

Let us confine our considerations to truss structures in the elastic range first. Consider introduc-
ing a field of initial strains ε0 (called virtual distortions) into a truss structure, which induces
residual displacements and strains in the structure, expressed as follows (cf. Reference [7]
and [8]):

uR
N = B ε

N j ε0
j , (3)

εR
i = D ε

i j ε0
j . (4)
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The matrix B ε
N j collects structural responses in displacements to the unit virtual distortion

ε0
j = 1 equivalent to the unit strain. The matrix D ε

i j collects the corresponding structural
responses in strains. Both matrices are marked with the superscript ε, which indicates the
fact that they were built due to imposition of strain-like virtual distortions. The two influence
matrices are related by the geometric matrix Gi N (cf. Equation (2)) as follows:

D ε
i j = Gi N B ε

N j (5)

Residual stresses are expressed by

σ R
i = Ei (D ε

i j − δi j ) ε0
j (6)

where Ei denotes the Young’s modulus and δi j the Kronecker’s delta.
Assume that application of external load to the structure provokes elastic linear response εL

i ,
σ L

i , which will be superposed with the residual response εR
i , σ R

i . Thus, in view of Equations (4)
and (6),

uN = uL
N + uR

N = uL
N + Bε

N jε
0
j (7)

εi = εL
i + εR

i = εL
i + Dε

i jε
0
j (8)

σi = σ L
i + σ R

i = Eiε
L
i + Ei

(
Dε

i j − δi j

)
ε0

j = Ei

(
εi − ε0

i

)
(9)

The relation between element forces pi and stresses σi is known via the cross-sectional areas Ai :

pi = Aiσi (10)

Internal pi and external fN forces are linked via the transposed geometric matrix G Ni (cf.
Equation (2)):

fN = G Nili pi (11)

Let us now take into account structural stiffness modifications exemplified by changes of
Young’s modulus. This means considering a modified value Êi . In view of Equations (9) and
(10) element forces can be expressed in the modified structure and original structure with an
introduced virtual distortion field (i.e. distorted structure), as follows:

p̂i = Êi Ai ε̂i (12)

pi = Ei Ai

(
εi − ε0

i

)
(13)

The main postulate of the VDM in static remodeling requires that local strains (including
plastic strains) and forces in the modified and distorted structure are equal:

ε̂i = εi (14)

p̂i = pi (15)
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This postulate leads to the following relation:

Êi Aiεi = Ei Ai
(
εi − ε0

i

)
(16)

Equation (16) provides the coefficient of the stiffness change for each truss element i as the
ratio of the modified Young’s modulus to the original one:

μE
i

def= Êi

Ei
= εi − ε0

i

εi
= Âi

Ai

def= μA
i (17)

Note that the coefficient μE
i may be equivalently expressed as the ratio of the original to

modified cross-sectional area μA
i of a truss element. If μE

i = 1 we deal with an intact structure.
Variation of the coefficient in the range 0 ≤ μE

i ≤ 1 means a reduction of stiffness and in
the range μE

i ≥ 1 an increase of stiffness. Substituting Equation (8) into (17) gives a set of
equations for ε0

i , which must be solved for an arbitrary number of modified elements (usually
small compared to all elements in the structure), described by coefficients μE

i different from 1:[
δi j − (1 − μE

i )Dε
i j

]
ε0

j = (1 − μE
i )εL

i . (18)

2.4.3 Plasticity in Statics

The virtual distortion field introduced into the structure may be twofold. We shall distinguish
between purely virtual distortions ε0

i (having no physical meaning) used for modeling structural
parameter modifications (e.g. changes of cross-sectional area) and plastic-like distortions β0

i
used for simulating physical nonlinearities in the structure. The plastic-like distortions are
identified with plastic strains:

β0
i ≡ ε

pl
i (19)

and have no virtual character. Thus the plastic behavior of members is effectively included in
the strain and stress formulas in the following way (cf. Equations (8) and (9)):

εi = εL
i + Dε

ikβ
0
k (20)

σi = Eiε
L
i + Ei

(
Dε

ik − δik

)
β0

k = Ei

(
εi − β0

i

)
(21)

The VDM can be used to model a nonlinear constitutive relation provided that it is piecewise
linear (see Figure 2.3). Consequently, assume the behavior of material, after reaching the yield
limit σ �

i , as a linear section with inclination γi Ei to the horizontal axis, which is less than the
original Young’s modulus Ei :

σi − σ �
i = γi Ei

(
εi − ε�

i

)
(22)

The coefficient γi determines isotropic hardening of the material. If γi = 0, perfectly plastic
behavior occurs.
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Figure 2.3 Nonlinear constitutive law (piecewise linear)

Substituting Equations (20) to (22), a local set of equations is assembled to be solved for
plastic distortions β0

i :

[
δik − (1 − γi )Dε

ik

]
β0

k = (1 − γi )(ε
L
i − ε�

i ) . (23)

2.4.4 Example 1 in Statics

The five-element, 1 m by 1 m truss structure, shown in Figure 2.4, has been chosen for demon-
stration of the VDM capabilities in statics. All elements have the same Young’s modulus
E = 210 GPa and cross-sectional area A = 1.0 × 10−5 m2. The structure is subjected to a
static vertical force of F = 2.5 kN in node 2. Buckling is not taken into account. The strain
influence matrix Dε of the structure and an equivalent of the stress influence matrix Dε − I

1

43

21

54

3

2

1m

1m

Y
X

Figure 2.4 Five-element truss structure for testing VDM algorithms
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(see Section 2.4.1) take the following values:

Dε =

⎡⎢⎢⎢⎢⎢⎢⎣
0.8845 −0.1155 −0.1155 0.2310 0.2310

−0.1155 0.8845 −0.1155 0.2310 0.2310

−0.1155 −0.1155 0.8845 0.2310 0.2310

0.1634 0.1634 0.1634 0.6733 −0.3267

0.1634 0.1634 0.1634 −0.3267 0.6733

⎤⎥⎥⎥⎥⎥⎥⎦ (24)

Dε − I =

⎡⎢⎢⎢⎢⎢⎢⎣
−0.1155 −0.1155 −0.1155 0.2310 0.2310

−0.1155 −0.1155 −0.1155 0.2310 0.2310

−0.1155 −0.1155 −0.1155 0.2310 0.2310

0.1634 0.1634 0.1634 −0.3267 −0.3267

0.1634 0.1634 0.1634 −0.3267 −0.3267

⎤⎥⎥⎥⎥⎥⎥⎦ (25)

Note that the degree of redundancy of the structure is 1, which is also the rank of the stress
influence matrix Dε − I (there is only one state of pre-stress available for the truss – all columns
of the matrix Dε − I are linearly dependent). The rank of the strain influence matrix Dε is equal
to 4 (there may be four states of strains accompanying the single pre-stress state).

Let us first demonstrate how the topology of the structure can be quickly remodeled, simulat-
ing elimination of elements 2, 3 and 4 by virtual distortions. To this end, the condition μi = 0
is imposed in the mentioned members. This leads to a set of equations (3 × 3) to be solved
for ε0 in one step (cf. Equation (18)). The results of the analysis are presented in Table 2.1.
The remaining members 1 and 5 form a statically determinate structure, which can be further
optimized to become isostatic (i.e. of zero redundancy and uniformly strained). To achieve this
goal in this example, the stress in element 5 should be reduced (increasing the cross-section
by

√
2) to match the stress in element 1.

Next, an elastoplastic analysis of the structure will be performed, assuming the yield limit
σ �

i = 294 MPa, and perfectly plastic (γi = 0) post-critical behavior. The nominal load F is
gradually increased by the factor α > 1. Only one member can enter the plastic zone without

Table 2.1 Results of elimination of three members from the

original truss structure

εL εR ε ε0

1 −0.664E−3 −0.526E−3 −0.119E−2 0.000E+0

2 0.526E−3 0.397E−3 0.923E−3 0.923E−3

3 0.526E−3 0.397E−3 0.923E−3 0.923E−3

4 −0.744E−3 −0.610E−3 −0.135E−2 −0.135E−2

5 0.938E−3 0.744E−3 0.168E−2 0.000E+0

σ L σ R σ μ

1 −0.139E+9 −0.110E+9 −0.250E+9 1.000

2 0.110E+9 −0.110E+9 −0.642E−7 0.000

3 0.110E+9 −0.110E+9 0.104E−7 0.000

4 −0.156E+9 0.156E+9 −0.234E−7 0.000

5 0.197E+9 0.156E+9 0.353E+9 1.000
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Table 2.2 Results of elastoplastic analysis of the truss at the

stage preceding collapse (α = 1.66)

εL εR ε ε0

1 −0.110E−2 0.112E−3 −0.990E−3 0.000E+0

2 0.873E−3 0.112E−3 0.985E−3 0.000E+0

3 0.873E−3 0.112E−3 0.985E−3 0.000E+0

4 −0.124E−2 −0.158E−3 −0.139E−2 0.000E+0

5 0.156E−2 0.325E−3 0.188E−2 0.483E−3

σ L σ R σ μ

1 −0.231E+9 0.234E+8 −0.208E+9 1.000

2 0.183E+9 0.234E+8 0.207E+9 1.000

3 0.183E+9 0.234E+8 0.207E+9 1.000

4 −0.259E+9 −0.332E+8 −0.293E+9 1.000

5 0.327E+9 −0.332E+8 0.294E+9 1.000

violating the integrity of the structure. It is the diagonal element 5. Any other plastic hinge
(element) will provoke a kinematic mechanism. The results of the final stage (just before
collapse at α = 1.66 when the other diagonal 4 is very close to the yield limit σ �

i ) are presented
in Table 2.2. The use of the VDM for optimal static design of more complex structures, including
beams and in-plane loaded plates, is amply exemplified in Reference [8].

2.4.5 Example 2 in Statics

The problem of optimal remodeling of truss structures in statics, using the VDM, was previ-
ously presented in Reference [37]. From that article, a medium-size truss example was chosen
to provide an insight into topological optimization capabilities of the VDM. The ground struc-
ture approach, utilizing a regular 5 × 5 grid of nodes and considering 300 possible connections
between them, was adopted. In order to reduce the computational effort associated with the lit-
eral ground structure, many members (i.e. overlapping and between supports) were disregarded
to start up with only 136 connections. The horizontal-to-vertical aspect ratio of the grid is 8 : 5
(24 m × 15 m). Uniform cross-section A = 2.55 cm2 is assumed for all initial members.

The problem is posed in a classical manner as finding the minimum volume of the ground
structure subjected to one static force P , provided that limit stresses are not exceeded in any
member. An equivalent formulation of the problem is to find maximum stiffness at a constant
volume. It is clear that most of the initial members should be eliminated in the process of
structural remodeling and the remaining ones should be resized. For one load case, presented
here, the resultant optimal truss is an isostatic (i.e. statically determinate, uniformly stressed)
structure. Using a VDM-based gradient optimization, two solutions, complying with the re-
quirement, were found. The reason for having two solutions is that the threshold for elimination
of members in the remodeling process – the coefficient of stiffness change (cf. Equation (17)) –
was arbitrarily adjusted in the range 0.05 ≤ μi ≤ 0.10.

The first topology, shown in Figure 2.5, consists of only six members and the corresponding
final volume is 80.61 dm3. The second topology, depicted in Figure 2.6, consists of 12 members
and the corresponding final volume is 80.26 dm3. Formally, the performance of the algorithm
was equally good in both cases. However, from the application point of view, the first topology
is more attractive.
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Figure 2.5 First optimal topology for the 136-element ground structure

2.5 VDM in Structural Dynamics

2.5.1 Influence Matrices in Dynamics

For dynamic problems, the influence matrix has to be given one more dimension – time. The
imposition of unit virtual distortion takes place in the first instant of an analyzed period of time.
This corresponds to the first time step in numerical algorithms, where certain time discretization
is assumed. Similarly to statics, the unit virtual distortion ε0

i = 1 in the first time step is applied
to an element as a pair of self-equilibrated compensative forces, causing a unit strain of the
element when taken out of the structure (see Figure 2.7). Such action has the character of an
impulse excitation, which is consecutively imposed in all elements of the structure to compose
the whole influence matrix. In practice, the response of the structure to the impulse virtual
distortion in the element is calculated using the Newmark integration algorithm over a chosen
period of time. Two influence matrices are of interest here, one of them storing the structural
response in displacements (further denoted by Bε) and the other – in strains (further denoted
by Dε).

The above-described influence matrices in dynamics are full analogies to the influence matrix
in statics (expressed in displacements or strains), able to model stiffness changes and material
nonlinearities. An important parameter in dynamics is inertia and the ability to model the mass
changes. To this end, another kind of influence matrice (further denoted by Bf, Df) must be
introduced. This time, the virtual distortions are successively imposed in degrees of freedom
of the structure (see Figure 2.8). The principal difference is that the nodal virtual distortion has
the form of an unequilibrated unit impulse force, contrary to the unit virtual distortion applied
as a pair of self-equilibrated forces. This kind of impulse force distortion at a node aims at

Figure 2.6 Second optimal topology for the 136-element ground structure
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Figure 2.7 Impulse virtual distortion in an element, showing the process of matrix Bε , Dε composition

capturing the influence of inertia on structural response. Again, the response of the structure
to the impulse force distortion at nodes is obtained by the Newmark algorithm.

It will be demonstrated in subsequent sections that by establishing the influence matrices Bε,
Dε, Bf, Df, the remodeling of stiffness and mass in the structure becomes feasible. A nonlinear
constitutive relation can also be accounted for. However, linear geometric relations (small
strains) are assumed. Examples of VDM applications in dynamics are demonstrated in Chapters
3 and 6.

2.5.2 Stiffness Remodeling in Dynamics

In signal processing performed in many fields of engineering, the output response of a system
is expressed as an integral of the product of the input excitation and transfer function (i.e. the
system’s response to an impulse function like Dirac’s delta) over some period of time.

For a simple harmonic oscillator of mass m and natural frequency ω, the convolution of the
two functions determines the displacement u(t) due to a series of impulses f (τ )dτ over the
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Figure 2.8 Impulse virtual distortion at a node, showing the process of matrix Bf, Df composition
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time period 〈0, t〉, as

u(t) = 1

mω

∫ t

0

f (τ ) sin ω(t − τ )dτ (26)

Equation (26) is called the Duhamel’s integral. Its range of validity is limited by the assumption
of the system’s linearity, i.e. exhibiting small strains by a structural system.

Similarly to the Duhamel’s integral, the VDM residual response in displacement, modeling
some modifications in the structure, can be written as a discrete convolution of the influence
matrix (in displacements) Bε

M j and virtual distortions ε0
j . Superposing the residual with a linear

(no modifications for an elastic structure) response gives (cf. Equation (7))

uM (t) = uL
M (t) +

t∑
τ=0

Bε
M j (t − τ )ε0

j (τ ) (27)

The summation (not integral) over time in Equation (27) indicates that the considered period
of time 〈0, t〉 was discretized in order to use the finite element method (FEM). For performing
time integration, the authors have chosen the Newmark algorithm.

Using Equations (2) and (5), the total strain, composed of the linear and residual parts, can
be conveniently written as

εi (t) = εL
i (t) +

t∑
τ=0

Dε
i j (t − τ )ε0

j (τ ) (28)

The corresponding stresses take the following form:

σi (t) = Ei

(
εi (t) − ε0

i (t)
)

= σ L
i (t) + Ei

( t−1∑
τ=0

Dε
i j (t − τ )ε0

j (τ ) +
(

Dε
i j (0) − δi j

)
ε0

j (t)
)

(29)

Retrieving the valid static postulate (cf. Equation (16)) of equivalence between the distorted
and modified structure in terms of strains and internal forces, the following modification
coefficient can be derived:

μE
i

def= Êi

Ei
= εi (t) − ε0

i (t)

εi (t)
= Âi

Ai

def= μA
i (30)

Note that by using the formula (30), structural stiffness can be modified here either as a change
of Young’s modulus or of the cross-sectional area, analogously to statics. Another observation
is that the coefficient μi , constant in time, is expressed in dynamics in terms of the time-
dependent components εi (t) and ε0

i (t). After reshaping Equation (30), the system of equations
to be solved for virtual distortions ε0

i is obtained:[
δi j − (1 − μE

i )Dε
i j (0)

]
ε0

j (t) = (1 − μE
i )ε

	=t
i (t) (31)
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where ε
	=t
i (t) denotes strains aggregated in all time steps preceding the current time instant t :

ε
	=t
i (t) = εL

i (t) +
t−1∑
τ=0

Dε
i j (t − τ )ε0

j (τ ) (32)

Note that the governing matrix on the left-hand side of Equation (31) is time-independent;
hence it remains constant throughout all time steps. Only the right-hand side vector varies. The
set is local, i.e. limited to the elements (in local coordinates), for which stiffness is remodeled.

2.5.3 Plasticity in Dynamics

Determination of the VDM strain and stress formulas for the dynamic plastic range can be
quickly done by replacing the virtual distortion ε0

j (t) in Equations (28) and (29) with the plastic

distortion β0
k (t), to produce

εi (t) = εL
i (t) +

t∑
τ=0

Dε
ik(t − τ )β0

k (τ ) (33)

σi (t) = Ei

(
εi (t) − β0

i (t)
)

= σ L
i (t) + Ei

( t−1∑
τ=0

Dε
ik(t − τ )β0

k (τ ) +
(

Dε
ik(0) − δik

)
β0

k (t)
)

(34)

As in statics, a piecewise linear constitutive law (see Figure 2.3) is also adopted in dynamics.
This time the relation is written in the incremental form, enabling an increment of plastic
distortion �β0

k (t) to be determined in every time step:

(
1 − γi

) (
σi (t) − sign(σ TR

i )σ �
i

)
= γi Ei

(
sign(σ TR

i )�i + �β0
i (t)

)
(35)

The vector σ TR
i in Equation (35) denotes trial stresses, necessary to determine elements entering

the plastic zone, according to the formula

σ TR
i = Ei (εi (t) − β0

i (t − 1)) (36)

The vector �i in Equation (35) denotes an equivalent (total) plastic strain at isotropic hardening,
expressed as

�i =
∑

t

∣∣�β0
i (t)

∣∣ (37)

For performing stepwise plastic analysis, the increment of strains needs to be explicitly specified
in the strain formula (33):

εi (t) = εi (t − 1) + �εi (t) (38)
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The strain increment in the current time step is given as

�εi (t) = �εL
i (t) +

t−1∑
τ=0

Dε
ik(t − τ )�β0

k (τ ) + Dε
ik(0)�β0

k (t) (39)

The stresses (34), expressed in incremental form, yield

σi (t) = σi (t − 1) + Ei�εi (t) − Ei�β0
i (40)

Substituting Equation (39) in (40) and reshaping, using Equation (36) gives a local set of
equations (limited to plastic elements), which has to be solved for �β0

k[
Eiδik − (

1 − γi
)

Ei Dε
ik(0)

]
�β0

k (t)

= (
1 − γi

)
σ TR

i − sign(σ TR
i )

((
1 − γi

)
σ �

i + γi Ei�i

)
(41)

Equation (41) is known elsewhere as the return mapping algorithm for rate-independent
plasticity.

2.5.4 Mass Remodeling in Dynamics

The inertia effects (mass remodeling) influencing structural behavior are inherent in dynamic
analysis. If we want to account for mass modifications, it is necessary to introduce another
quantity – an impulse force distortion f 0

M (pseudoload). Unequilibrated distortions, each one
in the form of a unit impulse force, are successively applied to global degrees of freedom,
producing a corresponding influence matrix Bf (in displacements) or Df (in strains) (see Section
2.5.1). It is an important distinction from the matrices Bε, Dε, in which a self-equilibrated pair
of forces (equivalent to a unit strain) was applied. This time, however, it is necessary to collect
the out-of-balance influences in order to reflect the changes in inertia.

Equations of motion for the modified structure subject to a change of mass and the structure
modelled by impulse force distortions are given by

M̂M N üN (t) + KM N uN (t) = fM (t) (42)

MM N üN (t) + KM N uN (t) = fM (t) + f 0
M (t) (43)

Subtracting Equation (43) from (42) gives

M̂M N üN (t) = MM N üN (t) − f 0
M (t) (44)

Equation (44) constitutes the dynamic postulate of the VDM (cf. the static postulate of
Equation (16)), showing that the inertia forces and accelerations in the modified and distorted
structure are equal. Rearrangment of Equation (44) leads to

�MM N üN (t) + f 0
M (t) = 0 (45)
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where

�MM N = M̂M N − MM N =
∑

i

(
μ

ρ

i − 1
)

Mi
M N (46)

defines a modification of the global mass matrix. The summation in Equation (46) denotes
aggregation over all finite elements i and Mi

M N is the element consistent mass matrix after the
transformation to the global coordinate system (i.e. the element matrix expanded to the global
dimensions). The coefficient μ

ρ

i defines the ratio of the modified density to the original one
(or the modified cross-sectional area to the original one):

μ
ρ

i
def= ρ̂i

ρi
= Âi

Ai

def= μA
i (47)

Determination of the influence matrix Bf
M N and force distortions f 0

N enables nodal displace-
ments for the mass remodeling problem to be expressed in the following way:

uM (t) = uL
M (t) +

t∑
τ=0

Bf
M N (t − τ ) f 0

N (τ ) (48)

The corresponding nodal acceleration (second derivative of Equation (48) with respect to time)
takes the form

üM (t) = üL
M (t) +

t∑
τ=0

B̈f
M N (t − τ ) f 0

N (τ ) (49)

Substituting Equation (49) in (45) and rearranging, the following set of equations is obtained:[
δM K + �MM N B̈f

N K (0)
]

f 0
K (t) = −�MM N ü 	=t

N (t) (50)

where

ü 	=t
M (t) = üL

M (t) +
t−1∑
τ=0

B̈f
M N (t − τ ) f 0

N (τ ) (51)

collects the contribution from the preceding time steps. Note that again (cf. Equation (31))
the governing matrix in Equation (50) is constant in all time steps and only the right-hand
side varies. The set is local, i.e. limited to the degrees of freedom (in global coordinates)
corresponding to the remodeled mass in neighboring elements.

In combined reanalyses, when both stiffness and mass changes are considered and the
nonlinear constitutive law is adopted, it is necessary to define all relations on the element level.
Therefore there is a need to define the matrix Df

i N (in strains), which is related to Bf
M N (in

displacements) as follows (cf. Equation (5)):

Df
i N = Gi M Bf

M N (52)

The process of mass remodeling at structural nodes (e.g. modeling an impacting mass) proceeds
analogously to the one presented above for elements.
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2.6 VDM-Based Sensitivity Analysis

The analytical formulation of the VDM allows the sensitivities to be calculated of mechanical
quantities, e.g. stresses with respect to virtual distortions ε0, modeling stiffness-related changes
of selected parameters μ, directly. It is assumed that an objective function F , depending upon
a mechanical quantity (symbolically denoted by σ) is defined as follows:

F = F(σ(ε0(μ))) (53)

If the linear constitutive relation is dealt with, the sensitivies of the objective function (53)
with respect to parameters μ can be calculated using the chain rule of differentiation in the
following form:

∂ F

∂μ
= ∂ F

∂σ

∂σ

∂ε0

∂ε0

∂μ
(54)

The component ∂ F/∂σ can be obtained thanks to the definition of the objective function (53)
itself, the component ∂σ/∂ε0 – thanks to posing the problem in the framework of the VDM
(cf. Equation (9)) and the component ∂ε0/∂μ by utilizing appropriate conditions (e.g. Equation
(17)) describing the problem.

If a nonlinear constitutive law (piecewise linear) is concerned (cf. Figure 2.3), there is an
influence of the whole plastic zone on the structural behavior and the sensitivities must reflect
the fact, taking the following form:

∂ F

∂μ
= ∂ F

∂σ

(
∂σ

∂ε0
+

∑
plastic

∂σ

∂β0

∂β0

∂ε0

)
∂ε0

∂μ
(55)

Note that the second component in brackets in (55) refers to the whole plastic zone, which is
symbolically denoted by

∑
. For determination of the component ∂β0/∂ε0, both the virtual

ε0 (cf. Equation (8)) and plastic β0 (cf. Equation (20)) distortions are introduced into the
piecewise linear relation (22), which is subsequently differentiated with respect to ε0. For the
distortions f 0, modelling inertia changes, the sensitivity formulas (54) and (55) become valid
by replacing ε0 with f 0.

In dynamics, sensitivity analysis is performed using the Newmark integration algorithm.
Even with reasonable time discretization, calculation of gradients appears to be the major
numerical cost in optimization. Nevertheless, the VDM-based accurate sensitivities allow
various engineering analyses to be performed effectively (see Chapters 3 and 6).

2.7 Versatility of VDM in System Modeling

The VDM framework is general enough to encompass problems concerning systems (see
Table 2.3) other than structural as well. This is due to the analogies between structural mechan-
ics, hydraulics and electrical engineering valid for truss-like systems, which were discovered
by Cross [38]. Regardless of the type of such a system, modeled by a graph, the VDM is able
to capture all system features in the influence matrix.
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Table 2.3 Analogies between truss-like engineering systems including VDM modeling

Structural mechanics Hydraulic engineering Electrical engineering

System Truss structure of Closed-loop Closed-loop

some redundancy water network electrical network

Internal constraints Degree of redundancy Number of closed loops Number of closed loops

Model Graph Oriented graph Oriented graph

Relations Equilibrium of forces Balance of flow Equilibrium of currents

(First Kirchhoff’s)

Constitutive (Hooke’s) Constitutive (nonlinear) Constitutive (Ohm’s)

Continuity of strains Continuity of flow Continuity of voltage

(Second Kirchhoff’s)

Quantities Force Water flow Current

Displacement Water head Potential

Strain Pressure head Voltage

Elastic modulus Hydraulic compliance Conductance

Type of virtual

distortions Strain Pressure head Current

in the VDM Force

Using the general system theory [39] and the oriented graph approach, it turns out that similar
relations govern constitutive, continuity and equilibrium conditions for truss structures, water
networks and electrical circuits. Taking advantage of this fact, the VDM idea, originating from
structural mechanics, was adapted to model both types of nonstructural systems (see Sections
3.4 and 3.5 for details).

2.8 Recapitulation

2.8.1 General Remarks

The virtual distortion method has proved to be a versatile tool of structural and system reanalysis
for 20 years of its development. In the authors’ opinion, the principal advantages of the VDM,
distinguishing it from other reanalysis methods, are:

� exact, analytical formulation, capturing all system features in the influence matrix;� handling nonlinear constitutive law;� dynamic reanalysis in the time domain enabling modification of both stiffness and inertia
parameters.

The VDM is an analytical approach, producing exact (not approximate) results, unlike the
majority of the structural reanalysis methods presently used. The exactness of the method is
due to the influence matrix capturing all relations between the local disturbance and a global
response of a structure (or system). Any response of a structure subject to modifications is
simply a linear combination of components of the influence matrix and virtual distortions
(design variables), even for physically nonlinear problems. The exact formulation of VDM is
especially important in calculating precisely the sensitivities, which are subsequently utilized in
gradient-based optimization. This feature also enables effective handling of large modifications
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of parameters (see Section 2.4.4). If the number of design variables to be modified is small
compared to the degrees of freedom, the VDM solution is fast, as the set of equations to be
solved is always local (referring only to the modified locations).

The inverse of the stiffness matrix is required in the VDM only at the stage of building
the influence matrix. For some applications, e.g. progressive collapse analysis, only selected
influence vectors need to be built, for others e.g. identification problems, it is convenient
to have a full influence matrix at the start. In statics, once assembled for a structure with
some redundancy, the influence matrix remains constant throughout the whole reanalysis.
Nevertheless, building the full influence matrix, especially for dynamics, may involve some
initial computational cost for large structures. However, creating the full influence matrix has
the advantage of forming a computational basis for the VDM. With this matrix and VDM-
based analytical sensitivities, various types of analyses, sometimes addressing really complex
problems, can be performed.

As shown in Reference [6], reanalysis methods are variations of the SMW formulas. For
the VDM in the linear regime, the equivalence to SMW is restricted with the condition that
only the required influence vectors (not the whole influence matrix), corresponding to the
modified locations, are constructed. For physical nonlinearities, the VDM algorithm progresses
without iterations due to consideration of a piecewise linear (in particular bilinear) constitutive
law. It seems that for the extension of SMW formulas to the nonlinear regime, proposed in
Reference [6], iterations would not be necessary either if an analogous piecewise linear relation
were assumed instead of the general nonlinear one.

Apart from the DMM approach [35], the VDM appears to be exceptional in performing
dynamic reanalysis in the time domain. Thanks to consideration of two fields of virtual dis-
tortions – one modeling stiffness modifications as in statics and the other modeling mass
modifications – various changes of structural parameters can be effectively tracked in dynam-
ics. The time-domain dynamic VDM turns out to be a powerful tool when analyzing combined
problems of design and adaptation for structures subjected to impact loading (see Section 6.3).

Thus far the VDM is basically limited to skeletal structures. An extension of the method
for continuum, similarly to what has been done within the TSV approach (cf. References [19]
and [20]), will be the subject of future research.

2.8.2 Applications of the VDM to Structures

The list of main application areas of the VDM in structural mechanics includes:

� in statics:
– stiffness remodeling (direct problem): topology optimization,
– piecewise linear constitutive law (direct problem): noniterative plasticity;� in dynamics:
– stiffness remodeling (inverse problem): identification of stiffness degradation in structural

health monitoring,
– mass remodeling (inverse problem): identification of dynamic load history,
– combined stiffness, mass remodeling and piecewise linear plasticity (direct problem):

optimal design of adaptive structures for dynamic loads of known characteristics.

In static analysis, the VDM can be successfully used for remodeling of structures. Analyti-
cally derived sensitivities for trusses [40] and frames [41] allow for gradient-based topological
optimization [37]. Another useful accomplishment in statics is the ability to analyze a nonlinear
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(piecewise linear) constitutive relation, practically employed in the progressive collapse analy-
sis [8]. A preliminary, quasi-static study of optimal design of adaptive structures was presented
in Reference [42]. An overview of the VDM in statics can be found in Reference [43].

In dynamic analysis, the VDM, contrary to most reanalysis methods, is able to model the
response of a modified structure in the time domain. Using stiffness degradation as a damage
modeling parameter, an inverse dynamic analysis, examining the response due to an impulse
excitation, was proposed for damage identification [44]. In this way, the VDM has been applied
to a new field of structural health monitoring (cf. Chapters 3 and 4). A comparison of perfor-
mance of the gradient-based VDM approach with a softcomputing method was made in Refer-
ence [45]. The VDM damage identification philosophy can also be transferred to the frequency
domain by applying a harmonic excitation and looking only at amplitudes [46]. A similar prob-
lem of load identification (location and magnitude) using the VDM was successfully handled in
Reference [47] (cf. Chapter 4). Using the VDM, first attempts to evaluate the crashworthiness
of structures [48] and to design adaptive structures [49], effectively dissipating the energy of
impact load (cf. Chapter 5), were undertaken. However, the problems have to be analyzed with
the assumption of nonlinear geometry (large strains) and still remain a research challenge.

The virtual distortion method has also been the subject of study of other researchers. Makode
and Ramirez [50] describe an extension of the VDM to frame structures. In the subsequent
paper by Makode and Corotis [51] (using the name ‘pseudo-distortion method’), simulta-
neous modification of the moment of inertia and cross-sectional area is included. Also, the
elastoplastic analysis with multiple hinges in the structure, located either at one or two ends
of the frame element, is presented. In the companion paper [51], the VDM is used to account
for secondary geometric effects caused by large axial forces influencing the bending moments
in frame structures.

Recently, an application of the VDM to probabilistic analysis has been developed. Di Paola
et al. [52, 53] use the VDM to model uncertainty of parameters in truss structures.

2.8.3 Applications of the VDM to Nonstructural Systems

In Reference [54], closed-loop water networks, assuming a steady-state flow, are modeled using
the VDM. For water heads measured in all nodes of the network, an algorithm for detecting
leakage in the midpoint of a branch was proposed. VDM sensitivity enabled a quadratic
programming tool to be employed to solve the problem. As a result, the algorithm gives
the location and intensity of leakage. Multiple leakage detection is feasible. Continuation of
the research will include precise location of leakage along the branch, optimal location of the
measuring nodes as well as consideration of transient effects (unsteady flow).

In Reference [55], closed-loop electrical networks are modeled using the VDM. A static-like
approach with constant current intensities is proposed. As an extension, a quasi-static approach
for harmonic current sources has been developed, where only amplitudes and phase shifts are
analyzed in the complex numbers domain. Finally, a dynamic-like time-dependent approach,
able to reflect transient behaviour of electrical networks as a response to an impulse current,
is described in Reference [56]. An ‘electrical finite element’ has been elaborated, enabling a
FEM-like analysis to be performed. Defects in electrical networks are effectively modeled in
all the mentioned approaches as a loss of conductance in branches. The changes of conductance
(defect coefficient) may be tracked in the continuous range from zero (break in the network)
to one (intact conductance).

Sections 3.4 and 3.5 give a more detailed insight into the nonstructural applications of the
VDM.
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8. J. Holnicki-Szulc and J.T. Gierliński, Structural Analysis, Design and Control by the Virtual Distor-
tion Method, John Wiley & Sons, Ltd, Chichester, 1995.

9. P. Kol�akowski, M. Wikl�o and J. Holnicki-Szulc, The virtual distortion method – a versatile reanalysis

tool for structures and systems, Structural and Multidisciplinary Optimization, (to appear).

10. A.M.A. Kassim and B.H.V. Topping, Static reanalysis: a review, Journal of Structural Engineering
ASCE, 113(6), 1987, 1029–1045.

11. J.F.M. Barthelemy and R.T. Haftka, Approximation concepts for optimum design – a review, Struc-
tural Optimization, 5, 1993, 129–144.

12. J. Sherman and W.J. Morrison, Adjustment of an inverse matrix corresponding to changes in the

elements of a given column or a given row of the original matrix, Annals of Mathematical Statistics,

20, 1949, 621.

13. M. Woodbury, Inverting modified matrices, Memorandum report 42, Statistical Research Group,

Princeton University, NewJersey, 1950.

14. R.L. Fox and H. Miura, An approximate analysis technique for design calculations. Technical note,

American Institute of Aeronautical and Astronautical Journal, 9(1), 1971, 177–179.

15. A.K. Noor and H.E. Lowder, Approximate techniques of structural reanalysis, Computers and Struc-
tures, 4, 1974, 801–812.

16. U. Kirsch and S. Liu, Exact structural reanalysis by a first-order reduced basis approach, Structural
Optimization, 10, 1995, 153–158.

17. U. Kirsch, A unified reanalysis approach for structural analysis, design and optimization, Structural
and Multidisciplinary Optimization, 25, 2003, 67–85.

18. K.I. Majid and D.W.C. Elliott, Forces and deflections in changing structures, Structural Engineering,

51, 1973, 93–101.

19. B.H.V. Topping and A.M.A. Kassim, The use and efficiency of the theorems of structural variation for

finite element analysis, International Journal of Numerical Methods in Engin., 24, 1987, 1900–1920.

20. M.P. Saka, The theorems of structural variation for solid cubic finite elements, Computers and
Structures, 68, 1998, 89–100.

21. K.I. Majid and T. Celik. The elastic–plastic analysis of frames by the theorems of structural variation,

International Journal of Numerical Methods in Engineering, 21, 1985, 671–681.

22. L. Deng and M. Ghosn, Pseudoforce method for nonlinear analysis and reanalysis of structural

systems, Journal of Structural Engineering ASCE, 127(5), 2001, 570–578.

23. H.R. Bae and R.V. Grandhi, Successive matrix inversion method for reanalysis of engineering struc-

tural systems, American Institute of Aeronautical and Astronautical Journal, 42(8), 2004, 1529–

1535.



OTE/SPH OTE/SPH
JWBK160-02 JWBK160-Holnicki March 12, 2008 20:30 Char Count= 0

34 Smart Technologies for Safety Engineering

24. J.E. Hurtado, Reanalysis of linear and nonlinear structures using iterated Shanks transformation,

Computing Methods in Applied Mechanical Engineering, 191, 2002, 4215–4229.

25. S.H. Chen, X.W. Yang and H.D. Lian, Comparison of several eigenvalue reanalysis methods for

modified structures, Structural Multidisciplinary Optimization, 20, 2000, 253–259.

26. L.J. Leu and C.H. Tsou, Applications of a reduction method for reanalysis to nonlinear dynamic

analysis of framed structures, Computing Mechanics, 26, 2000, 497–505.

27. S.S.A. Ravi, T.K. Kundra and B.C. Nakra, Reanalysis of damped structures using the single step

perturbation method, Journal of Sound and Vibration, 211(3), 1998, 355–363.

28. K.C. Yap and D.C. Zimmermann, A comparative study of structural dynamic modification and

sensitivity method approximation, Mechanical Systems and Signal Processing, 16(4), 2002, 585–

597.

29. H.P. Chen, Efficient methods for determining modal parameters of dynamic structures with large

modifications, Journal of Sound and Vibration, 298, 2006, 462–470.

30. M.D. Grissom, A.D. Belegundu and G.H. Koopmann, A reduced eigenvalue method for broadband

analysis of a structure with vibration absorbers possessing rotatory inertia, Journal of Sound and
Vibration, 281, 2005, 869–886.

31. U. Kirsch, M. Bogomolni and I. Sheinman, Nonlinear dynamic reanalysis of structures by combined

approximations, Computing Methods in Applied Mechanical Engineering, 195, 2006, 4420–4432.

32. C. Huang, S.H. Chen and Z. Liu, Structural modal reanalysis for topological modifications of finite

element systems, Engineering Structures, 22, 2000, 304–310.

33. D.L. Cronin, Eigenvalue and eigenvector determination for nonclassically damped dynamic systems,

Computing Structures, 36, 1990, 133–138.

34. J. Tang and W.L. Wang, Structural reanalysis in configuration space by perturbation approach: a real

mode method, Computing Structures, 58(4), 1996, 739–746.

35. G. Muscolino, Dynamically modified linear structures: deterministic and stochastic response, Journal
of Engineering Mechanics, ASCE, 122(11), 1996, 1044–1051.

36. P. Cacciola, N. Impollonia and G. Muscolino, A dynamic reanalysis technique for general structural

modifications under deterministic and stochastic input, Computing Structures, 83, 2005, 1076–1085.

37. P. Kol�akowski and J. Holnicki-Szulc, Optimal remodelling of truss structures – simulation by virtual

distortions, Computing Assistence of Mechanical Engineering Science, 4(2), 1997, 257–281.

38. H. Cross, Analysis of flow in networks of conduits or conductors, Engineering Experiment Station

bulletin, 1936, 286.

39. N.C. Lind, Analysis of structures by system theory, Journal of Structural Divison, ASCE, 88, ST2

(Apr.), 1962.

40. P. Kol�akowski and J. Holnicki-Szulc, Sensitivity analysis of truss structures – virtual distortion

method approach. International Journal of Numerical Methods in Engineering 43(6), 1998, 1085–

1108.

41. J.T. Putresza and P. Kol�akowski, Sensitivity analysis of frame structures – virtual distortion method

approach. International Journal of Numerical Methods in Engineering, 50(6), 2001, 1307–1329.
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3
VDM-Based Health Monitoring
of Engineering Systems

Przemysl�aw Kol�akowski, Andrzej Świercz, Anita Orl�owska, Marek Kokot
and Jan Holnicki-Szulc

3.1 Introduction to Structural Health Monitoring

Structural health monitoring (SHM) is a fast-developing interdisciplinary field of research
having its roots in vibroacoustics and nondestructive testing and evaluation (NDT/E). The fast
development of the area is due to the fact that SHM is heavily stimulated by the engineering
problems of maintenance and safe operation of technical infrastructure. The use of SHM is
now becoming a standard in high-cost modern infrastructure. Thus far, the majority of SHM
applications have been demonstrated in civil, aerospace and mechanical engineering.

The SHM process involves three major stages [1]:

(1) collection of measurements from an array of sensors (e.g. piezoelectric [2], optical fiber
[3]), using periodically sampled dynamic responses of a system due to known (e.g. induced
by a shaker) or ambient (e.g. induced by wind) excitation [4] over a defined period of time;

(2) the proper signal processing [5,6] and extraction of damage-sensitive features from these
measurements;

(3) the subsequent analysis of these features to assess possible degradation of the system’s
health.

Rytter [7] proposed that the damage assessment of the system should be considered as a
stepwise process, consisting of the following three consecutive steps:

(1) Detection – is there damage in the system or not?
(2) Identification – what kind of damage has occurred in the system, where is it located, how

severe is it?
(3) Prognosis – how much useful life remains for the system?

Smart Technologies for Safety Engineering   Edited by J. Holnicki-Szulc
© 2008 John Wiley & Sons, Ltd. ISBN: 978-0-470-05846-6
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The first step is relatively easy to accomplish by tracking changes in the structural signature
(response in terms of a selected quantity) over time. The second step, on which most of the
research is focused, is a real challenge as it often involves sophisticated methods, able to
produce the correct results of identification. The third step should not be difficult provided that
the second step has been completed successfully.

The importance of diagnostics was probably first appreciated by the community of me-
chanical engineers dealing with rotating machinery, where damage involves high risk to
the staff and high cost of repair, e.g. in turbines. Natke and Cempel [8] present vi-
broacoustics as an effective tool for machine diagnostics. The specific feature of rotat-
ing machinery is that it is self-exciting and relatively compact (not of huge dimensions),
which is often not the case in SHM. The machine diagnostics is usually a low-frequency
problem.

Many SHM methods originate from the NDT/E methods [9], i.e. ultrasonic testing, ra-
diographic testing, acoustic emission, penetrant testing, magnetic particle inspection, eddy
currents and optical holography, which are successfully applied in the industry for local detec-
tion of flaws in structural components. Most of the NDT/E methods require external excitation,
e.g. ultrasonic testing, but some of them do not, e.g. acoustic emission. The NDT/E methods
usually operate in high frequencies.

The objective of SHM is to create a monitoring system (possibly for the whole struc-
ture, which is sometimes of complicated topology and considerable dimensions), able to
track changes in structural condition continually and raise appropriate alerts if a defect is
detected. As a consequence of the evolution from the two major streams, i.e. machine di-
agnostics and NDT/E, the SHM methods for identifying structural damage can be roughly
split into low-frequency methods (nonultrasonic) and high-frequency methods (ultrasonic),
respectively.

Low-frequency methods [10], relying on vibration-based global approaches, need numerical
models in order to monitor health changes of a structure. Damage identification consists in
subsequent model updating [11], which is a process of finding the best-fit solution to the inverse
problem of identification, often performed by classical gradient-based optimization methods
using damage-sensitive parameters. The greatest challenge is system identification [12], i.e.
matching responses of the numerical model to experiments.

High-frequency methods [13], analyzing a structure locally, usually do not require structural
models. They widely rely on the local phenomenon of elastic wave propagation [14] in solid
media and make use of machine learning and pattern recognition [15] to identify damage, using
artificial intelligence (soft computing) methods, e.g. neural networks, case-based reasoning.
The greatest challenge is to build a representative database in order to be able to retrieve
patterns that are the most similar to the analyzed case reliably.

In both low- and high-frequency methods, it is an important issue to discriminate actual
damage from the influence of environment on a structure [16]. As application examples,
low-frequency methods are used in civil engineering for examining stiffness degradation of
a bridge [17], while high-frequency methods are used in aerospace engineering for crack
identification in aircraft components [18].

The point of the chapter is to demonstrate the capabilities of the virtual distortion method in
SHM, applied not only to structures but also to nonstructural systems, i.e. water networks and
electrical circuits. Einstein’s summation convention has again been adopted as in Chapter 2.
Underlined indices are exempt from summation. The lower case subindices refer to elements
(branches) and the upper case ones refer to nodes.
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3.2 Damage Identification in Skeletal Structures

3.2.1 Introduction

Vibration-based (low-frequency) SHM has gained a lot of researchers’ attention in recent
years. The analysis can be carried out directly in the time domain, consindering sampled time
signals. Most frequently, however, it is transferred to the frequency domain by performing
the fast fourier transform (FFT) for the time signals and considering only frequency spectra.
The main stream of the low-frequency SHM is concentrated on utilizing ambient excitation and
applying the operational modal analysis (OMA) [19] to localize and quantify the damage. The
environmental type of excitation has its weak points, but the newest trend is to enrich the OMA
with eXogenous input (OMAX) of known characteristics to facilitate damage identification
[20]. Degradation of stiffness is usually examined in SHM and damage-sensitive parameters
(e.g. beam curvature [21], kinetic energy [22]) are defined to track stiffness changes in the
structures. Besides the modal parameters, the antiresonance frequencies [23] may successfully
contribute to damage identification as well. A number of effective and robust methods for
system identification and subsequent vibration-based SHM have been elaborated, e.g. the
eigensystem realization algorithm (ERA) [24], stochastic subspace identification (SSI) [25],
complex mode indicator function (CMIF) [26] and PolyMAX [27]. Some of them, e.g. the
least squares complex exponential (LSCE) [28], have already become essential tools in industry
applications.

Novel methodology of SHM based on the virtual distortion method (VDM) in terms of
an identification algorithm (software) and on piezoelectric sensors (hardware) in terms of
a structural response observation was proposed in Reference [29]. The formulation in the
time domain was general enough to handle an arbitrary shape of the excitation signal, but
the major obstacle was a large computational effort. Thus in order to reduce the numerical
cost, the problem has been reformulated in the frequency domain [30] due to the assumption
of applying harmonic excitation. This type of excitation is inherent in some vibroacoustic
problems, e.g. rotating machinery, or can be applied to real structures by shakers. Apart from
the in situ applications, it is also commonly used in laboratory experiments.

The main point of this chapter is to present a VDM-based methodology of damage
identification (location and intensity) for skeletal structures (trusses and beams) by consid-
ering not only stiffness but also mass modifications. It is assumed that the system does
not vary in time during measurements. A simplified dynamic problem with no damping
is considered. Sensitivity information is effectively utilized in an optimization algorithm,
leading to damage identification as a result of solving an inverse problem. Piezoelectric
sensors are used to capture a structural response to a low-frequency (up to 1 kHz) excita-
tion. Experimental verification of the proposed approach has been carried out for a space truss
demonstrator.

3.2.2 Time Domain (VDM-T) versus Frequency Domain (VDM-F)

The first attempt to handle the problem of damage identification using the VDM was made
during the project PiezoDiagnostics [31]. Low-frequency impulse excitation (e.g. a windowed
sine pulse) was applied and time responses of a truss structure were captured by piezoelec-
tric transducers. The electrical responses (voltage) of the transducers were proportional to
mechanical strains.
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The first formulation assumed only stiffness degradation (cf. Equation (30) in Chapter 2)
as a damage modeling parameter. Consequently, only the static postulate of equivalence of
internal forces and strains (cf. Equation (16) in Chapter 2) was utilized. The extension of the
VDM remodeling approach, including mass modifications in the time domain, was developed
later (see Chapters 2 and 6).

Inverse analysis performed on the time responses enabled the location and intensity of
stiffness degradation in truss elements to be identified successfully. To this end, the local
set of equations (31) in Chapter 2 had to be solved in every time step processed by the
Newmark integration algorithm. However, it turned out that the cost of gradient calculation
is significant, so another approach in the frequency domain was subsequently developed by
assuming harmonic excitation only.

A steady-state problem is characterized by continuous-in-time harmonic excitation of the
form

f (t) = f sin(ωt) (1)

where f and ω denote amplitude and frequency of the exciting force, respectively. This as-
sumption significantly simplifies considerations of the equation of motion as all mechanical
quantities and their derivatives vary in the same harmonic manner, e.g. displacements are
expressed as

u(t) = u sin(ωt) (2)

Therefore, it is quite sufficient to analyze only time-independent amplitude values of the
quantities. Consequently, the dynamic problem becomes quasi-static, e.g. relations (28) and
(48) in Chapter 2 have the same form, but with no time dependence.

Now, both stiffness and mass modifications in the structure should be considered; e.g. in the
case of displacements both residual responses (27) and (48) in Chapter 2 have to be included.
Assuming the two kinds of modifications and taking into account relation (1), the equations
of motion for the modified (with mass and stiffness changes) and distorted structures can be
expressed as (cf. Equations (42) and (43) in Chapter 2):

−ω2 M̂K L ûL + K̂K L ûL = fK (3)

−ω2 MK L uL + KK L (uL − u0
L ) = fK + f 0

K (4)

where the distortion u0
L , expressed in global (system) coordinates and introduced solely for

the simplicity of notation in Equation (4), corresponds to the stiffness modeling distortion
ε0

j , expressed in local (element) coordinates. Subtracting Equation (4) from (3) leads to the

relation for f 0
K , which is similar to (45) in Chapter 2:

−ω2 �MK L uL + f 0
K = 0 (5)

Note that to obtain Equation (5), the static postulate of VDM (equivalence of element strains
and forces; cf. Equations (14) to (16) in Chapter 2), expressed in global coordinates, was used:

uL = ûL (6)

KK L (uL − u0
L ) = K̂K L ûL (7)
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When both stiffness and mass changes are analyzed, strains in elements depend on both the
distortions ε0

j and f 0
L :

εi = εL
i + D ε

i j ε0
j + D f

i L f 0
L (8)

Analogously, displacements corresponding to global degrees of freedom are expressed by the
following relation:

uM = uL
M + B ε

M j ε0
j + B f

M L f 0
L (9)

Substituting Equation (8) in (17) in Chapter 2 and (9) in (5), a set of j + L equations is
assembled:[

δi j − (1 − μi ) D ε
i j −(1 − μi )D f

i L

−ω2 �MK M B ε
M j δK L − ω2�MK M B f

M L

] [
ε0

j

f 0
L

]
=

[
(1 − μi ) εL

i

ω2�MK M uL
M

]
. (10)

The set is local, i.e. variables ε0
j and f 0

L are confined to the modified locations only (elements
or corresponding degrees of freedom). It is solved using a singular value decomposition (SVD)
solver.

3.2.3 Modifications in Beams

For a two-dimensional beam element there are three components of virtual distortions that
have to be applied. The three distortion components correspond to three states of deformation
(see Figure 3.1) in the orthogonal base, obtained through the solution of the eigenproblem of
the two-dimensional beam element stiffness matrix. Apart from the axial type of distortion
ε (as for trusses), the beam distortions also include pure bending κ and bending plus shear
χ terms. Further in the section, if a Latin lower case index describes a quantity for a beam
element, it should be remembered that it refers to a triplet of the above-described distortions (not
a single axial strain). Thus, for the two-dimensional beam model, apart from the modification
coefficient corresponding to axial strain (cf. Equation (30) in Chapter 2), analogous coefficients
for bending (the ratio of the modified Ĵ to initial J moment of inertia) may also be defined:

με
i = μA

i = Âi

Ai
= εi (t) − ε0

i (t)

εi (t)
(11)

μκ
i = μJ

i = Ĵi

Ji
= κi (t) − κ0

i (t)

κi (t)
(12)

μ
χ

i = μJ
i = Ĵi

Ji
= χi (t) − χ0

i (t)

χi (t)
(13)

As the axial response for the two-dimensional beam element is independent of bending/shear,
it is possible to distinguish practically two coefficients for the analysis, i.e. με

i denoting axial
stiffness change and μκ

i denoting bending stiffness change. As a consequence, the consistent
mass matrix 6 × 6 is divided into two parts – the first one containing only the cross-sectional
area A of a beam and the second one containing only its moment of inertia J . The global mass
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Figure 3.1 Virtual distortion states for a beam element

matrix is assembled as

MK L =
∑

i

(
A

Mi
K L + J

Mi
K L

)
(14)

where i denotes a part of the mass matrix in global coordinates, corresponding to the beam
element i . The increment of mass (cf. Equation (14)) is then expressed as

�MK L = M̂K L − MK L =
∑

i

((
μA

i − 1
) A

Mi
K L + (

μJ
i − 1

) J

Mi
K L

)
(15)

3.2.4 Problem Formulation and Optimization Issues

In most approaches to damage identification, the measured quantity is acceleration, because it
is relatively easy to obtain. However, the raw acceleration signal in time is never used directly –
it requires FFT processing to transfer the analysis into the frequency domain. In the proposed
approach a different quantity is measured. It is namely strain in time, measured by piezo-
transducers, which is then directly used in the VDM-T approach (cf. Reference [29]). For
harmonic excitation (VDM-F) only frequency-dependent amplitudes of strains are examined.
Thus it is possible to speak about the VDM frequency-domain approach. It should be noted that
there is no need for an FFT processing of the time signal as performed in standard frequency-
domain methods.

As often happens in parameter estimation procedures, the identification task is posed as
a nonlinear least squares minimization problem. The objective function expressed in strains
collects time responses for the VDM-T approach:

F t(μ) =
∑

t

(
εk − εM

k

εM
k

)2

(16)

and amplitude responses from selected nω frequencies of operation for the VDM-F approach:

Fω(μ) =
∑
nω

(
εk − εM

k

εM
k

)2

(17)

Both functions (16) and (17) collect responses from k sensors, placed in those elements where
nonzero strains of high signal-to-noise ratio are measured. The strain εk in an arbitrarily selected
location k is influenced by virtual distortions ε0

i , which may be generated in any element i
of the structure (cf. Equation (8) in Chapter 2). One should also note that the modification
coefficient μi , quantifying potential damage and used as a variable in optimization, depends
upon the virtual distortions ε0

i non linearly (cf. Equation (17) in Chapter 2). The VDM-T
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approach is dynamic, so only a few sensors are able to provide enough information due to
relatively dense time sampling of the signal (many time steps in the numerical analysis). The
VDM-F approach is quasi-static, so the number of sensors has to be equal to the number of
potentially modified locations for the sake of uniqueness of solution. The preceding statement
is valid only when one frequency of excitation is used; for more frequencies, the number of
sensors can be proportionally reduced (at least formally). Hence, if the whole structure is to
be inspected for a given frequency, the strain in every member must be measured. This is the
major drawback of the VDM-F approach.

Natural constraints are imposed on the modification coefficient μi , which is nonnegative by
definition (cf. Equation (17) in Chapter 2):

μi ≥ 0 (18)

If degradation of a member is considered, another constraint has to be imposed on μi :

μi ≤ 1 (19)

Using Equations (28) and (8) in Chapter 2, the gradient of the VDM-T objective function
(16) with respect to the optimization variable μi is expressed as

∇F t
i = ∂ F t

∂μi
= ∂ F t

∂εk

∂εk

∂ε0
j

∂ε0
j

∂μi
=

∑
t

2

(εM
k (t))2

(
εk(t) − εM

k (t)
) t∑

τ=0

Dε
k j (t − τ )

∂ε0
j (τ )

∂μi
(20)

and the gradient of the VDM-F objective function (17) yields

∇Fω
i = ∂ Fω

∂μi
= ∂ Fω

∂εk

(
∂εk

∂ε0
j

∂ε0
j

∂μi
+ ∂εk

∂ f 0
L

∂ f 0
L

∂μi

)
=

∑
nω

2

(εM
k )2

(
εk − εM

k

) (
Dε

k j

∂ε0
j

∂μi
+ Df

kL

∂ f 0
L

∂μi

)
(21)

Note that the gradient (20) involves calculation of convolution and summation over all time
steps, which significantly increases the computational effort. This is the major drawback of
the VDM-T approach. The partial derivatives ∂ε0

j/∂μi and ∂ f 0
L /∂μi can be easily calculated

by differentiating relation (31) in Chapter 2 with respect to μi , for the VDM-T approach:

[
δi j − (1 − μi )Dε

i j (0)
] ∂ε0

j (t)

∂μi
= −εi (t) (22)

and by differentiating relation (10), performed nω times, independently for each considered
frequency ω, for the VDM-F approach:

[
δi j − (1 − μi ) D ε

i j −(1 − μi )D f
i L

−ω2 �MK M B ε
M j δK L − ω2�MK M B f

M L

] ⎡⎢⎢⎢⎣
∂ε0

j

∂μi

∂ f 0
L

∂μi

⎤⎥⎥⎥⎦ =
[

−εi

ω2 MK M uM

]
(23)

Note that the left-hand side matrices in Equations (31) in Chapter 2, (22) and (10), (23) are
respectively alike, which simplifies the computations. Only the right-hand sides vary. The
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optimization variable μ is updated according to the steepest descent method:

μ(n+1) = μ(n) − αF (n) ∇F(n)

[∇F(n)]T∇F(n)
(24)

The superscript (n) denotes values in current iteration and (n + 1) in subsequent iteration. The
constant α varies in the range 0.1–0.3.

3.2.5 Numerical Algorithm

The numerical algorithm solving the inverse problem of parameter identification performs sev-
eral steps in two stages: (A) initial calculations and (B) iterative calculations. Stage A, slightly
varying for VDM-T and VDM-F approaches, basically involves the following numerical
operations:

A. Initial calculations:

(1) Calculate the response εL
k of the intact structure subjected successively to nω harmonic

excitations of different frequencies, using a numerical model.
(2) Determine the measured response εM

k of the structure with introduced modifications
using k sensors in experiment (alternatively, simulate the measured response numeri-
cally).

(3) Compute the influence matrices D ε
i j , B ε

L j , Df
i L , Df

M L for nω frequencies of excitation.
(4) Set the initial value of the optimization variable to unity μi = 1, which implies �MK L = 0,

ε0
i = 0, f 0

L = 0, εk = εL
k , uL = uL

L .

Stage B is also similar in structure but has been intentionally separated to show the use of
specific formulas. Thus for VDM-T and VDM-F, stage B respectively requires:

B (VDM-T). Iterative calculations employing the Newmark procedure:

(1) Store the current value of the objective function (16) as the former value Ft
for.

(2) Solve the set (22) for partial derivatives in every time step t.
(3) Calculate the gradient ∇Ft

i using Equation (20).
(4) Determine the next value of the variable μ

(n+1)
i using Equation (24).

(5) Solve for distortions ε0
i using Equation (31) in Chapter 2 in every time step t .

(6) Update εk using Equation (28) in Chapter 2.
(7) Calculate the current value of the objective function Fω

cur.
(8) Check the termination criterion. If Fω

cur/Fω
for ≤ 10−3 then STOP or else go to B(VDM-T)-1.

B (VDM-F). Iterative calculations:

(1) Store the current value of the objective function (17) as the former value Fω
for.

(2) Solve the set (23) for partial derivatives nω times.
(3) Calculate the gradient ∇Fω

i using Equation (21).
(4) Determine the next value of the variable μ

(n+1)
i using Equation (24).

(5) Update �MK L using Equation (15).
(6) Solve for distortions ε0

i , f 0
L using Equation (10) nω times.
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(7) Update εk , uL using Equations (7) and (8) in Chapter 2 nω times.
(8) Calculate the current value of the objective function Fω

cur.
(9) Check the termination criterion. If Fω

cur/Fω
for ≤ 10−3 then STOP or else go to B(VDM-F)-1.

Note that the above algorithm can be first used at the stage of numerical model calibration,
when both the measured εM

k and calculated εL
k responses refer to the intact structure. Subse-

quently, the same algorithm can be applied for identification of stiffness/mass modifications
introduced to the structure. Then the measured response εM

k refers to the analyzed modification
scenario.

3.2.6 Numerical Examples

3.2.6.1 Two-dimensional Truss Structure

As a numerical example, consider the two-dimensional truss structure shown in Figure 3.2. The
initial structure consists of 20 steel elements, for which the following parameters are assumed:

� cross-sectional area: A = 10−4 m2;� Young’s modulus: E = 210 GPa;� density: ρ = 7800 kg/m3;� height and width of a single section: 1 m;� amplitude of the harmonic load: P = 200 N.

Steady-State Approach (VDM-F)
In the frequency-domain approach, strain responses (amplitudes) are measured by sensors
located in all elements using different excitation frequencies ω.

The modifications of cross-sectional area μi = Âi/Ai in some truss elements were applied
(see Figure 3.2). The response of the modified structure, stored in the vector εM

k , was computed
numerically and then employed for the calculation of the objective function (17). The vector
of the modification parameters μi was iteratively recomputed according to part B (VDM-
F) of the numerical algorithm. For case 1, only one harmonic frequency, ω = 700 rad/s, is
used. In this case, 157 iterations had to be performed to fulfill the termination condition B(9).
The identified modification parameters indicate possible defects and for some elements are
under- or overestimated (see Figure 3.3). For case 2, it is assumed that the measurements are

V
D

M
-T

V
D

M
-T

V
D

M
-T

V
D

M
-T

7

8

6

5

4

3

21

9

10

14

11 17

15

18

20

19

13

12 16

P

μ8 = 0.75

μ15 = 0.75

μ
12  =

 0.35

μ18 = 0.50

1 m 1 m 1 m 1 m

1 
m

Figure 3.2 Two-dimensional truss structure with introduced modifications
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Figure 3.3 Identification results for one (case 1) and four (case 2) excitation frequencies

collected for four frequencies, ω = [100, 700, 2100, 3650]T, rad/s, independently. Thus the
dimension of the ‘vector’ εM

k is 20 × 4 and for each frequency ω, respective influence matrices
have to be calculated. This time, the sufficient number of iterations was only 51 to fulfill the
termination condition. A comparison of the identified modification parameters in both cases is
shown in Figure 3.3. The computational time of damage identification in both cases was similar
(ca. 1 min on a 36 Hz Intel processor). In practice, measured responses are accompanied by
noise, thus it is advisable to include it in numerically computed responses for the modified
structure. Therefore random noise affecting every strain amplitude was applied according to
the following formula:

ε̃M
k = εM

k

(
1 + rk

)
(25)

where rk is an arbitrary value from interval 〈−0.1, 0.1〉. A comparison of the simulated response
(for a chosen frequency) for the original and modified structures with and without noise is
presented in Figure 3.4. The described damage identification for case 2 (cf. Figure 3.3) was
repeated for noisy data. The termination criterion of the inverse analysis could not be met and
the process stopped after 300 iterations (Fcur/Ffor ≈ 10−2). However, the obtained modification
parameter distribution indicates possible defects in the structure (see Figure 3.5).
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Figure 3.4 Influence of noise on simulated strain responses
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Figure 3.5 Identification results for pure and noisy data (case 2)

Time-Domain Approach (VDM-T)
The previously presented VDM-F approach is a frequency-domain analysis based on the am-
plitude responses measured in every element of the structure. On the contrary, the time-domain
approach (VDM-T) allows the stiffness modification parameters μi to be identified using only
a few sensors collecting time-dependent responses. The same damage scenario is considered
for the VDM-T approach (cf. Figure 3.2). However, the stiffness modifications (μi = Êi/Ei )
are related to Young’s modulus reductions in truss elements (not cross-sectional areas, as in
VDM-F), i.e. no mass modifications are accounted for. In Figure 3.6(a), the excitation signal
– a windowed sine pulse with the maximum amplitude of P = 200 N – is depicted. Strain re-
sponses are collected from only four selected vertical elements (cf. Figure 3.2). An example of
strain response for the original and modified structures in element 1 is shown in Figure 3.6(b).
For the other three sensing elements, the collected responses are similar. The inverse analy-
sis using VDM-T leads to correct values, but considerable computational time is required to
complete it (ca. 300 min). The results of damage identification for VDM-T and VDM-F are
compared in Figure 3.6(c).

3.2.6.2 Two-Dimensional Beam Structure (VDM-F Only)

The next numerical example is a beam structure loaded as illustrated in Figure 3.7. The inves-
tigated modification parameters are related to cross-sectional areas as well as the moment of
inertia (independently) for each finite element. Identical material and geometry parameters are
assumed as in the truss example. The moment of inertia is equal to J = 2.0833 × 10−6 m4.
The structure is divided into 25 finite elements. For each one, the modification parameters
μA

i and μJ
i are evaluated. The measured strain responses (in this case axial and bending

components), collected by sensors located in every finite element, are used for evaluation
of the modification parameters. The responses are numerically simulated for harmonic load
with amplitudes P = 100 N (axial force) and M = 1 Nm (bending moment) and frequency
ω = 2π [10, 40, 155, 250]T rad/s.

Two scenarios of damage identification (VDM-F only) were performed, namely with and
without noise. Similarly to the previous example, the numerically calculated responses of the
modified structure were subjected to random perturbations up to 10 % according to formula
(25). The results of inverse analysis are presented in Figures 3.8 and 3.9, for both modification
parameters μA

i and μJ
i , respectively. The analysis without noise was stopped when the decrease

of the objective function achieved the level 10−4 (after 417 iterations). For the case with noise,
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Figure 3.6 Two-dimensional truss structure: (a) excitation signal, (b) strain responses in element 1, (c)

results of identification via an inverse analysis

the same number of iterations were performed. In both cases, the duration of inverse analysis
was approximately 10 minutes on a 3 GHz Intel processor.

3.2.7 Experimental Verification

The experimental stand of a simply supported three-dimensional truss structure is presented in
Figure 3.10. The truss consists of 70 steel elements (eight segments) of circular cross-sections
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Aμ21 = 0 .7 P
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Figure 3.7 Beam structure with introduced modifications
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Figure 3.8 Identification of parameters μA
i for pure and noisy data

A = 0.660 cm2 and two lengths L1 = 0.5 m and L2 = 0.71 m. To join the structural elements
26 nodes have been used. Four nodes serve as supports – two of them cannot move in the
horizontal plane (out-of-plane rotations are allowed) while the other two can freely slide along
(rotations are also allowed). The overall dimensions of the truss are 4 m length, 0.5 m width,
0.35 m height.

Harmonic excitation is realized by a piezo-actuator in the middle of the structure (see the
lower left corner in Figure 3.10(a)). A piezo-patch sensor (see Figure 3.10(b)), supposed to
measure axial strain, is glued to each element. As some problems occurred with the strain
sensors due to inappropriate adhesion, 22 accelerometers in every node of the truss struc-
tures have also been mounted. The identification problem was reformulated to handle vertical
acceleration measurements; i.e. the objective function was expressed in terms of accelerations.

First, the stage of tuning the numerical model to the experiment was completed. This was
achieved for the frequency of excitation ω = 35 Hz, just below the first natural frequency of
the structure. The material data adopted for the numerical model are Young’s modulus E =
205 GPa and density ρ = 7850 kg/m3 . Figure 3.11(a) shows vertical acceleration amplitudes
in all 22 nodes measured in the experiment and modeled numerically for the intact structure. The
biggest deviation is around 20 %, so in order to have good correspondence with experiment, just
eight measurements were preserved. In this way, the deviation of the model from experiment
is reduced to less than 3 % (see Figure 3.11(b)).

From a purely mathematical point of view, if just one excitation frequency is dealt with,
a sensor in every element suspected of damage is needed. Otherwise the quasi-static inverse
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Figure 3.9 Identification of parameters μJ
i for pure and noisy data
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(a)

(b)

Figure 3.10 Experimental stand for a three-dimensional truss structure: (a) general view, (b) piezo-

sensor

problem becomes underdetermined. Therefore the search zone needs to be confined to as
many members as there are accurate measurements collected. This means that the limit is one
eight-element segment of the truss structure.

A replacement of two elements in the selected segment has been investigated as a modifica-
tion scenario. Two horizontal steel members (see Figure 3.12) were replaced with other ones
of significantly increased cross-section μ46 = μ48 = 2.04 (A46 = A48 = 1.344 cm2). Results
of the inverse analysis for the experimental data recorded for this modification scenario are
depicted in Figure 3.13. It is apparent that the location of the introduced modifications has
been found correctly. The intensity in one member is very close to the assumed change (4 %
difference). The deviation in the other member reaches 20 %. This result can be improved by
measuring strains, which are less sensitive to noise. Also, a more sophisticated optimization
algorithm should lead to a better quality of identification in a shorter time.
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Figure 3.11 Matching the model to experiment: (a) initial 22 measurements, (b) selected 8 measure-

ments
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Figure 3.12 Modification scenario analyzed in the experiment (two longitudinal elements 46 and 48

are replaced in the selected segment)

3.2.8 Conclusions

This section presents an application of the virtual distortion method to structural health mon-
itoring of skeletal structures (trusses and beams). Modifications of stiffness and mass are
considered for simulating damage. In the VDM-T approach, impulse excitation is applied
and dynamic analysis is involved. Responses (time histories) due to excitation close to natu-
ral frequencies are preferred as they have a good signal-to-noise ratio and discrimination of
damage is then simpler. Harmonic excitation is assumed to transfer the identification problem
to the frequency domain (VDM-F) with quasi-static analysis (amplitudes of quantities to be
analyzed only). As damping is neglected, nonresonance frequencies are the subject of analysis
in VDM-F.

Strain is the quantity contributing to the objective function. The reason is that strains vary
much more smoothly in time compared to accelerations, giving reliable information even with
poor sampling. On the other hand, voltage proportional to strains can be measured with simple
piezoelectric patch sensors, although there is always the matter of scaling.

The VDM-T approach, requiring only a few sensors because the time histories were known,
turned out to be quite time-consuming. The VDM-F approach is indeed much more efficient
computationally, but nevertheless requires many more sensors to perform a successful inverse
analysis. The number of sensors can be compensated, with more than one excitation frequency
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Figure 3.13 Results of identification for experimental data
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contributing to the objective function. Also, the position of the actuator can be changed for a
given frequency, providing better data for the identification algorithm.

The VDM-based health monitoring approaches for skeletal structures proved to handle
noisy data quite well. The results of identification are then inferior to pure simulation, but still
satisfactory. Experimental sessions were carried out for acceleration measurements, proving
the validity of the VDM-based damage identification in skeletal structures.

Further research will be concentrated on:� conducting a series of laboratory tests (see Section 3.2.7) with strain measurements collected
by piezo-patch sensors;� analysis of combinations of many excitation frequencies (VDM-F) with various excitation
positions to calculate optimal parameters for excitation;� application of a more efficient optimization method (currently the steepest descent) to the
identification algorithm;� improvements to the time-domain approach (VDM-T), extending it to handle arbitrary, real-
life excitations (e.g. induced by a train passing over a bridge);� verification of the methodology in field tests.

3.3 Modeling and Identification of Delamination
in Double-Layer Beams

3.3.1 Introduction

Fast development of composites has provided the incentive for dealing with one of the most
severe defects in such structures – delamination. A review of methods dealing with delamination
in the 1990s is provided by Zou et al. [32].

Many recent papers devoted to delamination are focused on the problem of proper modeling
of delamination initiation and growth. Meo and Thieulot [33] compare four different ways
(cohesive zone, nonlinear springs, birth and death elements, and tiebreak contact) of model-
ing delamination growth applied to a double cantilever beam test. Only the tiebreak contact
method failed to match experimental results due to the adopted stress-based failure criterion.
Iannucci [34] proposes an interface modeling technique for explicit finite element (FE) codes
using not only a stress threshold for damage commencement but also a critical energy release
rate for the particular delamination mode. Conventional interface modeling methods suffer
from several shortcomings, i.e. interface elements have to be introduced a priori, spurious
deformation occurs at the onset of delamination, traction oscillations accompany the process
of delamination growth and finite elements have to be aligned with a potential delamination
surface. These unwanted features can be avoided by modeling delamination at a mesoscopic
level, proposed by De Borst and Remmers [35], who use the partition-of-unity property of the
finite-element shape functions.

The next important problem is the search for dynamic responses of the delaminated structure
that are sensitive to detecting the damage. Kim and Hwang [36] examine the influence of
debonding in face layers of honeycomb sandwich beams on the frequency response functions.
Li et al. [37] describe the potential of random decrement signatures along with neural networks
in delamination detection. Zak [38] demonstrates that damped nonlinear vibrations are very
sensitive to delamination location and length, depending upon excitation.

Another group of papers propose solutions to the inverse problem of identification of delam-
ination, belonging to the main stream of SHM. Bois et al. [39] inversely identify delamination



OTE/SPH OTE/SPH
JWBK160-03 JWBK160-Holnicki March 12, 2008 20:47 Char Count= 0

VDM-Based Health Monitoring 53

by applying a model combining the delaminated zone with a piezoelectric ply. Electromechan-
ical impedance of the transducer working both as actuator and sensor was measured. Ishak
et al. [40] use soft-computing methods to detect delamination via inverse analysis. The strip
element method was employed to train the multilayer neural network. Schnack et al. [41]
propose a method of identification of single delamination by transforming a general ill-posed
problem, described by the Kohn–Vogelius functional, into a coupled system of well-posed
Euler–Lagrange equations. A smooth iterative numerical solution was proposed. Ramanujam
et al. [42] apply the Nelder–Mead gradient-free optimization method to find a solution to the
inverse problem, with many starting points required to obtain a minimum. Generally, only the
sensors close to delamination showed a deviation from the reference response.

This section takes up two important problems regarding defects in composite beams. The
first one is proper modeling of delamination between the layers of laminate; the other one is
effective identification of delamination zones [43].

For modeling delamination, a concept of the contact layer between laminates has been
proposed. The layer consists of truss elements supposed to model vanishing of the shear forces
in delamination zones and to provide appropriate contact conditions between the laminate
layers. The two features of the contact layer, modifying its properties in selected zones, are
easy to model by virtual distortions. Sensitivity information with an underlying model updating
procedure is effectively used in an optimization algorithm solving the inverse problem of a
posteriori identification. A concept of on-line identification, not related to the VDM, is also
proposed.

3.3.2 Modeling of Delamination

3.3.2.1 Interconnection between Laminates (Contact Layer)

Delamination of a double-layer beam is understood here as an existing defect of certain ex-
tension in the structure. The process leading to the existence of the defect (crack growth) is
not the subject of interest here. The authors have proposed the simplest possible model of
delamination, taking into account the contact between the laminate layers.

This section puts forward a proposition of introducing a special interconnection between the
layers of the laminate for modeling delamination in two aspects. The principal one is that the
shear forces in the interconnection, joining two laminate layers, should vanish in delamination
zones. The secondary aspect, less frequently taken into account in delamination modeling, is
that proper contact between laminates should exist in delamination zones. This section will
focus on an explanation of how the interconnection between the laminate layers is constructed
and how the VDM can be used to model its behavior.

When modeling delamination in multilayer composites, a Timoshenko beam is appropriate
to account for interactions of laminates (cf. Reference [44]). In the proposed approach, however,
the Bernoulli beam is the subject of consideration for two reasons: (1) two-dimensional beams
consisting of only two layers are considered and (2) a simplified Bernoulli model enables
identification of delamination to be performed by solving an inverse problem at an affordable
numerical cost. In the FEM model, standard two-noded beam elements are used for the laminate
layers. The two-layer beam with the interconnection for modeling delamination is shown in
Figure 3.14. Middle axes of the beams are depicted with continuous horizontal lines (shown
in white in Figure 3.14(a)). In between, the interconnection of the laminates, consisting of the
diagonal and vertical truss elements joining the middle axes of the beams, is introduced. The
role of the diagonal truss elements is to simulate vanishing of the shear forces in delamination
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(a)

(b)

Figure 3.14 (a) Double cantilever beam with the contact layer supposed to model delamination,

(b) contact layer to be analysed by the VDM

zones. The role of the vertical truss elements is to ensure proper contact conditions between
the laminates. Stiffness of the vertical truss elements is assumed in an arbitrary way (see
Figure 3.15), enabling some penetration of one laminate layer into another. In fact, this is not
the case in reality, but this adjustment of stiffness of the vertical elements turned out to be
very important when matching the numerical model to experiments. Friction is not taken into
account, although there is no formal obstacle to include it within the framework of the VDM.
The reason is again to minimize the numerical effort.

3.3.2.2 Modeling of Delamination by the VDM

The contact layer has a modular structure. Each section of the layer consists of three elements:
two diagonals denoted by A and B and one vertical denoted by C in Figure 3.16.

If delamination is to be modeled in selected sections of the contact layer, then the following
conditions in the diagonal elements A, B need to be fulfilled (cf. definition (17) in Chapter 2):

μA
i = 0 ⇒ ε0A

i = εA
i (26)

μB
i = 0 ⇒ ε0B

i = εB
i (27)

σ

ε

Figure 3.15 Stress–strain relationship for the vertical elements of the contact layer
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A

B
C

Figure 3.16 Zoomed section of the contact layer

The superscripts A, B at a quantity refer to corresponding diagonal elements. Depending upon
the kind and direction of load applied to the structure, the two laminates will either be in
contact or not. This is accounted for by examining the sign of strain in the vertical element
C. If tensile strain is encountered in the vertical elements, then appropriate distortions are
generated, modeling no contact between the laminate layers:

μC
i = 0 ⇒ ε0C

i = εC
i if εC

i > 0 (28)

If compressive strain is encountered in the vertical elements, then no distortions are generated
and the layers stay in full contact (in spite of local delamination in between):

μC
i = 1 ⇒ ε0C

i = 0 if εC
i ≤ 0 (29)

It should be remembered that the assumed characteristic (see Figure 3.15) allows for some
penetration of one layer into another, which gives the possibility of tuning the numerical model
to experiment.

Implications of the conditions (26) and (27) are that distortions are equal to total strains,
but these relations cannot be directly used because total strains are a priori unknown. In order
to determine distortions the general system of equations (18) in Chapter 2 need to be solved,
which allows for an arbitrary change of the coefficient μi :

[
δi j − (1 − μA

i )DA
i j −(1 − μB

i )DB
i j

−(1 − μA
i )DA

i j δi j − (1 − μB
i )DB

i j

] [
ε0A

j

ε0B
j

]
=

[
(1 − μA

i )εLA
i

(1 − μB
i )εLB

i

]
(30)

Simultaneously, the conditions μi = 0 (cf. Equations (26) and (27)) must be substituted into
the system to model delamination in the required zone. The distortion vector and influence
matrix have been divided into parts corresponding to elements A and B, which facilitates
the organization of the algorithm and code. As soon as distortions in the diagonal elements
are generated, it is necessary to check the sign of strain in the vertical elements, using a
prediction, which is supposed to reflect its sign (not the value) correctly (see Section 3.3.2.3 for
comments):

εC
i = εLC

i + DA
i jε

0A
j + DB

i jε
0B
j (31)
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Figure 3.17 Double cantilever beam subjected to first static loading

If it turns out that tensile stress is present, then the system of equations (30) has to be extended,
to include the calculation of distortion in vertical elements as well:⎡⎣δi j − (1 − μA

i )DA
i j − (1 − μB

i )DB
i j − (1 − μC

i )DC
i j

− (1 − μA
i )DA

i j δi j − (1 − μB
i )DB

i j − (1 − μC
i )DC

i j

− (1 − μA
i )DA

i j − (1 − μB
i )DB

i j δi j − (1 − μC
i )DC

i j

⎤⎦ ⎡⎣ε0A
j

ε0B
j

ε0C
j

⎤⎦
=

⎡⎣(1 − μA
i )εLA

i

(1 − μB
i )εLB

i

(1 − μC
i )εLC

i

⎤⎦ (32)

Thus, the algorithm of delamination modeling consists of the following steps:

(1) Initialize: influence matrix, linear response.
(2) Solve the set (30) to determine distortions for vanishing of shear forces in the contact

layer.
(3) Check the sign of strain in vertical elements of the contact layer using Equation (31).
(4) If no contact between the laminate layers appears, solve the extended set (32) to determine

the distortions.
(5) Update strains in the whole structure.

In dynamics, the algorithm repeats the same stages in every time step processed by the
Newmark integration procedure. All quantities, except for the modification coefficient μi , are
then time-dependent. Computations are costlier compared to statics, because the amount of
data is multiplied by the number of time steps.

3.3.2.3 Numerical Example in Statics

A double cantilever beam (1 m long and 0.02 m high) has been chosen to demonstrate modeling
of delamination by the VDM in statics (see Figure 3.17). The contact layer is divided into 10
sections with three elements of type A, B, C in each one, resulting in 30 connecting elements
altogether. The assumed geometrical and material data are listed in Table 3.1.

Table 3.1 Material data for delamination modeling in statics

Quantity Beam element Connecting truss element

Young’s modulus (GPa) 70 30
Cross-sectional area (m2) 5 × 10−5 5 × 10−5

Density (kg/m3) 3300 1
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Figure 3.18 Axial strains in elements A and B of the contact layer for the first static loading

A delamination zone extending through four sections, 6 to 9, is analyzed (cf. Figure 3.17).
Two cases of static loading are considered. Calculations performed by the FEM package
ANSYS serve as verification of the VDM results. The first load case (see Figure 3.17) is a
single vertical force applied to the top beam at the cantilever’s free end. The intention is to
examine the appropriateness of delamination modeling by the VDM for the case of a closed
crack. Figure 3.18 depicts axial strains in diagonal elements A (numbered 1 to 10) and B
(numbered 11 to 20) of the contact layer for the structure with the assumed delamination. It
is natural that strains in the contact layer are larger in these elements A and B, which are the
closest to the delamination zone. Axial strains in vertical elements C are calculated according
to Equation (31). For the considered loading, the first term in formula (31) is negligibly small
and the second and third terms cancel out, due to almost identical values and reverse signs of
strains in elements A and B. Axial strains in vertical elements C, oscillating around numerical
zero, are shown in Figure 3.19. The second case of loading, corresponding to the structure with
an open crack, is presented in Figure 3.20. Axial strains in elements A and B appear only within
the delamination zone and are of the same sign and value (see Figure 3.21). Contrary to the
first loading case (cf. Figure 3.17), axial strains in contact elements C, depicted in Figure 3.22,
are now two orders of magnitude larger than in diagonal elements A and B.

For calculations with ANSYS, the contact elements CONTA171 and the associated
TARGE169 were used. The normal contact stiffness factor was FKN = 0.1 and the sliding
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Figure 3.19 Axial strains in elements C of the contact layer for the first static loading
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Figure 3.20 Double cantilever beam subjected to the second static loading

contact stiffness factor was FKT = 1.0. Agreement of the VDM results with ANSYS is very
good. Figure 3.19 shows values close to numerical zero, so the discrepancies between the
VDM results and ANSYS are self-explanatory in this case.

3.3.2.4 Numerical Example in Dynamics

Another double cantilever beam (1 m long and 0.02 m high) with slightly different material
data, shown in Table 3.2 (cf. Table 3.1 in Section 3.3.2.3), is considered in the dynamic test.
The delamination zone now extends through three sections, 5 to 7 (see Figure 3.23). An
impulse force of magnitude P and duration equal to one period of sine was applied within the
delamination zone.

Figure 3.24 shows the time history of strain in the element C under the applied force, for
the intact and delaminated structure. It is apparent that the strains grow considerably (see the
time range between 0.002 s and 0.004 s) when the crack between the upper and lower beams
opens. The presented VDM results overlap the ones generated by ANSYS (the latter are not
depicted in Figure 3.24). The effect is also visualized in Figure 3.25, presenting the shape of
the deformed structure while working in the open crack mode at the point of maximum strain.

3.3.2.5 Experimental Validation in Dynamics

An experimental validation of the numerical model of delamination was carried out. A double
cantilever structure consisting of two aluminum beams of 0.8100 m length, 0.0250 m width
and 0.0024 m height (each), schematically depicted in Figure 3.26(a), was investigated. The
two beams were joined by 10 screws (Figure 3.27(a)), placed in uniform distances over the
length and marked by vertical lines in Figure 3.26(a). This division was naturally adopted in
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Figure 3.21 Axial strains in elements A and B of the contact layer for the second static loading
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Figure 3.22 Axial strains in elements C of the contact layer for the second static loading

Table 3.2 Material data for delamination modeling in dynamics

Quantity Beam element A, B elements C element

Young’s modulus (GPa) 70 10 1

Cross-section area (m2) 5 × 10−5 5 × 10−5 5 × 10−5

Density (kg/m3) 3300 1 1

Figure 3.23 Double cantilever beam subjected to dynamic loading
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Figure 3.24 Axial strains in a chosen element C within the delamination zone
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Figure 3.25 Structural deflection in the open crack mode

structuring the VDM-based contact layer (see Figure 3.26(b)), whose vertical elements are
placed exactly at the location of screws, resulting in 10 sections altogether. The height of
the contact layer, joining middle axes of the beams, is equal to the height of one beam, i.e.
0.0024 m. The contact layer consists of 20 truss elements of type A or B (diagonal) and 10 truss
elements of type C (vertical). Each aluminum beam is divided into 80 finite beam elements,
so there are 8 beam elements in each of the 10 sections of the contact layer.

The measuring system, presented in Figure 3.28(a), was used in the experiment. It con-
sisted of:

(1) an activation line, including a signal generator, amplifier and piezoelectric actuator (ap-
plying a bending moment to the beam), shown in Figure 3.27(b);

(2) a detection line, including a piezoelectric sensor, depicted in Figure 3.27(c), conditioning
amplifier and oscilloscope.

Both lines of the measuring system were coupled by a controling computer.
A windowed sine signal (see Figure 3.28(b)) induced by the actuator was applied to the

structure and its response (voltage proportional to strains) was captured by the sensor for two
cases: the intact structure with no delamination and the damaged structure with two screws
removed in the middle of the beam (marked by dashed lines in Figure 3.26(a)), corresponding
to the delamination extending through three sections of the contact layer.

A numerical model of the structure was created and tuned to experimental response using
the intact structure configuration. The tuned data read: Young’s modulus E = 41 GPa for the
beam elements and stiffness E A = 925 × 103 N for the truss elements in the contact layer.

Arbitrary delamination was introduced to the structure in experiment by removing two
screws. Responses of the damaged structure were collected and compared with a numerical
analysis using the previously tuned model. A comparison of the first eigenfrequencies between
the experiment and numerical analysis is presented in Table 3.3.

Good agreement of results between the experiment and the VDM model is shown in
Figure 3.29, presenting time histories for the intact and damaged structure.

sensoractuator(b)

(a)
sensoractuator

Figure 3.26 (a) Layout of a double-layer cantilever beam, (b) the corresponding contact layer
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Figure 3.27 (a) Screw connection, (b) actuator, (c) sensors
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Figure 3.28 (a) Measuring system, (b) excitation signal

Table 3.3 Comparison of eigenfrequencies obtained

in the experiment and numerical analysis

Eigenfrequency Experimental Numerical

1 5.00 5.05

2 29.70 29.36

3 70.60 73.27

4 140.00 129.05

5 199.00 199.30
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Figure 3.29 Numerical versus experimental results for the cantilever beam
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3.3.3 Identification of Delamination

3.3.3.1 Formulation of an Off-Line Problem

Depending upon the application, the important problem of defect identification can be handled
in an off-line (post factum) or on-line (real-time) procedure. This section is devoted to the prob-
lem of off-line identification of delamination by employing VDM-based gradient optimization.
Within the framework of VDM, an analytical sensitivity analysis can be effectively performed.
Therefore the inverse problem of identification can be solved using classical optimization tools,
i.e. gradients of the objective function with respect to a design variable.

Usually, frequencies and mode shapes obtained via modal analysis enter the objective func-
tion in the inverse problem of identification. In the presented approach, strains have been
chosen for the purpose. The reason is that on the one hand strains can be easily modeled in the
VDM (cf. Equation (8) in Chapter 2) and on the other they can be measured by piezoelectric
sensors. One more advantage is that the variation of strains in dynamics is relatively smooth
(compared to accelerations for instance), which is convenient from the signal processing point
of view. Thus, the identification task is posed as a standard nonlinear least squares minimization
problem, with the objective function expressed as follows:

F(μ) =
(

εbeam
k − εbeamM

k

εbeamM
k

)2

(33)

The function (33) collects responses from selected k sensors placed in beam elements, where
flexural strains are measured. Note that the measurements are taken in horizontal beam elements
(see Figures 3.14 and 3.16), whereas modifications to the structure are introduced only in truss
elements A, B, C of the contact layer. This is an important distinction, which implies building
an extended influence matrix Dext

k j , collecting not just the interrelations within the contact layer
but also the influence of the truss members on the connected beam members.

The axial strain εi in truss elements (of type A, B or C) depends nonlinearly upon the
modification coefficient μi (see Equation (17) in Chapter 2), which is further used as a variable
in optimization. Natural constraints are imposed on the modification coefficient μi , which is
nonnegative by definition:

μi ≥ 0 (34)

If delamination has been identified, the constraints (34) are active. Another formal constraint
has to be imposed on μi , related to structural degradation:

μi ≤ 1 (35)

Using Equation (8) in Chapter 2 and building the extended influence matrix, the gradient of
the objective function (33) with respect to the optimization variable μi is expressed as

∇Fi = ∂ F

∂μi
= ∂ F

∂εbeam
k

∂εbeam
k

∂ε0
j

∂ε0
j

∂μi
= 2

(εbeamM
k )2

(
εbeam

k − εbeamM
k

)
D ext

k j

∂ε0
j

∂μi
(36)
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The partial derivative ∂ε0
j/∂μi can be easily calculated by differentiating relation (30) or (32)

with respect to μi :

⎡⎣δi j − (1 − μA
i )DA

i j − (1 − μB
i )DB

i j − (1 − μC
i )DC

i j

− (1 − μA
i )DA

i j δi j − (1 − μB
i )DB

i j − (1 − μC
i )DC

i j

− (1 − μA
i )DA

i j − (1 − μB
i )DB

i j δi j − (1 − μC
i )DC

i j

⎤⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣

∂ε0A
j

∂μi
∂ε0B

j

∂μi
∂ε0C

j

∂μi

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎣−εA
i

−εB
i

−εC
i

⎤⎥⎦ (37)

Note that the left-hand side matrices in Equations (32) and (37) are alike, which simplifies the
computations. Only the right-hand sides are different.

The optimization variable μi is updated according to the steepest descent method (cf. Equa-
tion (24)). The algorithm solving the problem of identification of delamination contains the
following two stages:

A. Initial Calculations
(1) Calculate responses εL

i (contact layer, truss elements) and εbeamL
k (sensors, beam elements)

of the intact structure subjected to external load, using a numerical model.
(2) Determine the measured response εbeamM

k of the structure with introduced modifications
using k sensors in the experiment (alternatively, simulate the measured response numer-
ically).

(3) Compute the influence matrix for the contact layer Di j and the extended influence matrix
D ext

k j including the truss–beam interactions.

(4) Set the initial value of optimization variable to unity μi = 1, which implies ε0
i = 0,

εi = εL
i and εk = εbeamL

k .

B. Iterative Calculations
(1) Store the current value of the objective function (33) as the former value Ffor.

(2) Solve the set (37) for partial derivatives ∂ε0
j/∂μi .

(3) Calculate the gradient ∇Fi using Equation (36).
(4) Determine the next value of the variable μ

(n+1)
i using Equation (24).

(5) Solve for distortions ε0
i using Equation (32).

(6) Update εbeam
k , using Equation (8) in Chapter 2.

(7) Calculate the current value of the objective function Fcur.

(8) Check the termination criterion – if Fcur/Ffor ≤ 10−3 then STOP or else go to B(1).

In dynamics, the stages are handled in each time step by the Newmark integration procedure.
The corresponding gradient has a similar form to Equation (20).

3.3.3.2 Numerical Off-Line Identification in Statics and Dynamics

For checking the effectiveness of the VDM-based identification algorithm, examples of double
cantilever beams, presented in Sections 3.3.2.3 and 3.3.2.4, are used.

In statics, a cantilever beam, shown in Figure 3.30, with the contact layer divided into 10
sections, is analyzed (data as in Section 3.3.2.3). The structure is subjected to a static force
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Figure 3.30 Double-layer beam analyzed to identify delamination in statics

applied at the free end. The delamination zone extends over three sections, 5, 6 and 7. The
beam is equipped with 20 sensors, located in each horizontal element of both the lower and
upper beam. The results of identification, obtained after 200 optimization iterations, are shown
in Figure 3.31. The assumed zone of delamination has been detected correctly.

In dynamics, the contact layer, shown in Figure 3.32, is divided into 20 sections (data as in
Section 3.3.2.4). An impulse sine load (cf. Figure 3.28(b)), with a duration equal to the time
period of the fourth eigenfrequency of the beam, is applied as excitation at the free end. The
delamination zone extends over four sections, 11, 12, 13 and 14. Contrary to the static case,
only four sensors mounted on the upper beam and marked by bold lines (see Figure 3.32) are
considered in the identification process. The results reached after 300 iterations are presented
in Figure 3.33. The obtained accuracy is very good.

Another example in dynamics focuses on identification of two zones of delamination, in-
cluding the inner part and the edge of the cantilever beam (see Figure 3.34). The damaged
zone extends over sections 15 and 16 and 19 and 20 of the contact layer. This scenario of
delamination is harder to detect, as can be seen in Figure 3.35, but both zones of damage have
been correctly located. The result can be improved with more sophisticated optimization.

3.3.3.3 Experimental Verification of Off-Line Identification in Dynamics

Analogously to the experimental verification carried out for delamination modeling, described
in Section 3.3.2.5, similar measurements were collected to check the correctness of delam-
ination identification. The same experimental stand was used. Delamination was applied by
removing two screws tightening the two beams in the middle part of the structure, as shown in
Figure 3.26(a). Thus the delamination extends over three sections of the contact layer modeled
by the VDM. The first stage was to tune the numerical model to an experimental response.
It was achieved with the material data given in Section 3.3.2.5. With the well-tuned model,
the identification algorithm was run and the results of delamintion identification are shown in
Figure 3.36.

0

1

21 43 65 87 109

section number

μi

Figure 3.31 Results of the search for the inner delamination – static load
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Figure 3.32 Double-layer beam analyzed to identify the inner delamination in dynamics

0

0,5

1

1 432 765 98 10 11 12 13 14 15 16 17 18 19 20

section number

μi

Figure 3.33 Results of search for the inner delamination – dynamic load

Figure 3.34 Double-layer beam analyzed to identify the inner and edge delamination in dynamics
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Figure 3.35 (a) Results of the search for the inner and edge delaminations – dynamic load, (b) variations

of μi in 250 iterations
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Figure 3.36 (a) Numerical versus experimental identification of delamination for the double-layer

beam, (b) variations of μi in 150 iterations

The agreement between the experiment and the numerical model (very simple and with
coarse discretization) is very good. Due to the fact that the double beam was connected with
screws, there is always some contact between layers in the vicinity of the screws. That is
why the identified stiffness in the assumed delaminated sections close to the tightened screws
does not drop to zero but just a half of the initial stiffness. In the middle section of assumed
delamination, where both neighboring screws are removed, the ideal zero value was detected.

3.3.3.4 Numerical On-Line Identification in Dynamics

On-line identification of delamination is extremely important in some kinds of applications
requiring ‘allow’ or ‘not allow’ decisions, e.g. assessing the structural health of a helicopter
rotor in motion. Intuitively, it is likely that the problem will require more sensors, able to detect
a defect quickly in real time.

The concept of on-line identification of delamination assumes a uniformly distributed net
of sensors (see Figure 3.37), acting in pairs, attached to the upper and lower surfaces of the
double-layer beam structure. Piezoelectric sensors measure voltage on the upper and lower
surface, which is proportional to the flexural strain of the beam. Local delamination manifests
itself in an apparent difference observed in the responses of collocated (paired) sensors.

Numerical simulation was run to validate the idea. Figure 3.38(a) depicts the time signals,
captured by the sensors, with delamination occurring in the midpoint of the analyzed period.
The corresponding difference in response for the pairs of sensors is presented in Figure 3.38(b).
The numerically assumed delamination extends over sections 13 to 15 and the difference



OTE/SPH OTE/SPH
JWBK160-03 JWBK160-Holnicki March 12, 2008 20:47 Char Count= 0

VDM-Based Health Monitoring 67

9 11 13 15 17 197531

g
i

d
iiiU εεε =ΔΔ ~

d

iε

9 11 13 15 17 197531

i −=

g

iε

Figure 3.37 The net of paired sensors able to detect delamination on-line

in voltage (see Figure 3.38(b)) clearly identifies this zone. Experimental verification of this
promising result will be pursued in the future.

3.3.4 Conclusions

This section presents an idea of modeling and identification of delamination in a two-layer
beam, using the virtual distortion method. A novel concept of the contact layer, consisting of
simple truss elements connecting two beam layers, has been proposed. The model has been
simplified (Bernoulli beam, no friction) in order to reduce numerical costs. However, it has
been shown to follow the experiment faithfully for the problem of delamination modeling (see
Figure 3.29).

An approach to performing off-line identification by solving an analytically posed inverse
problem has been proposed. With the adopted simplified model of the contact layer between two
beams, the identification has proceeded to the expected solutions in a reasonable computational
time. The major difference between the static and dynamic approach is that many sensors are
needed in statics and only a few in dynamics. The reason is that the number of available data in
statics is very limited, while time histories of the monitored quantities in dynamics compensate
for the fact of mounting just a few sensors. However, the price to pay for the priviledge of
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Figure 3.38 (a) Time histories and (b) signal amplitudes for on-line identification of delamination
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having lots of data in dynamics is a much more time-consuming numerical analysis. Good
qualitative identification of two delamination zones (including the edge) has been achieved
(see Figure 3.35). Experimental verification of delamination identification in dynamics has
also been successful (see Figure 3.36).

A proposition for on-line identification has been put forward. The problem has just been
recognized at the numerical level. An experimental verification will be the subject of future
research.

3.4 Leakage Identification in Water Networks

3.4.1 Introduction

The problem of management of water sources is more and more important in the world scale.
In particular, the problem of detection and identification of leakages (mostly due to corrosion)
in water networks is an important engineering challenge, especially in tropical countries often
suffering from the lack of water. On the other hand, the consequences of unpredicted large-
scale leakage in the operating water network may be very serious. Therefore, there is a need for
an automatic monitoring system able to detect and localize leakages in the early stage of their
development. A number of papers addressing the issue have been published in the hydraulics-
related journals of the American society of civil engineers (ASCE). The use of a genetic
algorithm for solving the inverse transient problem has been proposed in References [45]
and [46]. Frequency response, provoked in open-loop piping systems by periodic opening and
closing of the valves, has been investigated in Reference [47]. The damping of transient events
has been discussed in [48]. The papers [49] and [50] demonstrate that leakages can be not only
detected but also reduced by optimal valve control.

The proposed approach is based on continuous observation of the water heads at the nodes
of the water network. By having a reliable (verified versus field tests) numerical model of
the network and its responses for determined inlet and outlet conditions, any perturbations to
the original network response (water head distribution) can be detected. Then, applying the
proposed numerical procedure, the inverse problem of the water flow distribution can be solved.
The possibility of simultaneous identification of several leakages with different locations and
intensities is included in the presented approach.

The presented methodology for leakage identification [51] is an extension of the VDM appli-
cations in structural mechanics (cf. Section 3.2). Analogies between truss structures and water
networks, both modeled as closed-loop systems, the system theory and graph representation
of the truss-like system, have been effectively used.

3.4.2 Modeling of Water Networks and Analogies to Truss Structures

Advantage will be taken of the general system theory (cf. Reference [52]) in order to build a
numerical tool for modeling and analysis of water networks (cf. Reference [53]). To this end,
a water network needs to be visualized as an oriented graph (a two-loop example is depicted
in Figure 3.39) with the direction of water flow indicated by arrows.

The network shown in Figure 3.39 consists of five real branches, connecting four nodes.
The water inlet is located at node 1 and the outlet at node 4. There is also a reference node
W0 serving as an arbitrary level H0 for measuring water heads at the network’s nodes. Four
fictitious branches connecting the reference node W0 with the corresponding four network
nodes are provided in the analysis. It can be seen that the topology of the water network is
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Figure 3.39 Oriented graph modeling a water network

quite similar to the topology of a truss structure. The major distinction is the orientation of the
graph in water networks, which is obviously disregarded in trusses. The analogy between the
structural mechanics and the network analysis was discovered by Cross over 70 years ago. He
used the method of successive corrections to find the distribution of flow in networks of pipes
as well as in electrical circuits (cf. Reference [54]).

The mathematical tool enabling the direction of water flow to be found is the incidence
matrix N, taking the following form for the presented example:

NK i =

⎡⎢⎢⎣
1 1 0 0 0

−1 0 1 −1 0
0 −1 0 1 1
0 0 −1 0 −1

⎤⎥⎥⎦ (38)

The rows of the matrix NK i correspond to the network’s nodes K while its columns correspond
to the branches i . For instance, column 1, responsible for network branch 1, indicates that the
branch connects nodes 1 and 2 and the assumed direction of flow is from node 1 (value = 1) to
node 2 (value = −1). For the remaining unconnected nodes in column 1, the matrix N takes
the values 0.

The governing equations will now be defined for the water network in a steady-state flow.
The equilibrium of the system relating the internal flow distribution in the network’s branches
Q (m3/s) with the external inlet/outlet q (m3/s) is expressed as follows:

NQ = q (39)

The analogous relation for truss structures relates internal and external forces via the transposed
geometric matrix (cf. Equation (11) in chapter 2). The following continuity equation relates
the water heads H (m) at the network’s nodes with the pressure heads ε (m) in the network’s
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branches:

NTH = ε (40)

The analogy for truss structures is the geometrical relation between displacements and strains
(cf. Equation (2) in Chapter 2). The constitutive relation for water networks relates the pressure
head ε with the flow Q in the branches (strain–force relation in trusses, cf. Equations (9) and
(10) in Chapter 2):

Q2 = Rε (41)

The constitutive relation (41) is nonlinear. The hydraulic compliance Ri is a ratio of the
characteristic of a branch Ki (m3/s) (depending upon pipe material, diameter, filtration, etc.)
to its length li (m) as follows:

Ri = K 2
i

li
(42)

Nevertheless, let it temporarily be assumed that the linearity of the relation (41) holds

Q = Rε (43)

Substituting Equations. (43) and (40) into (39), the following formula, analogous to the lin-
ear elastic force–displacement equilibrium condition in mechanics (1) in Chapter 2, can be
obtained:

NRNTH = q (44)

For the water network shown in Figure 3.39, assuming one inlet at node 1 and one outlet at
node 4, the set of equations (44) takes the following form:⎡⎢⎢⎣

R1 + R2 −R1 −R2 0
−R1 R1 + R3 + R4 −R4 −R3

−R2 −R4 R2 + R4 + R5 −R5

0 −R3 −R5 R3 + R5

⎤⎥⎥⎦
⎡⎢⎢⎣

H1

H2

H3

H4

⎤⎥⎥⎦ =

⎡⎢⎢⎣
q1

0
0

−q4

⎤⎥⎥⎦ (45)

It is assumed that the network is supplied only through node 1 with the inlet intensity q1. The
flow coefficients R′

K for fictitious branches, varying in the range between 0 and 1, are used to
determine the degree of opening of the outlet valves (index K runs through the potential outlet
nodes only). The intensity q4 of the single outlet at node 4 can be expressed as

q4 = R′
4(H4 − H0) (46)

where the flow coefficient R′
4 is equal to 1 (with the outlet valve fully open). The coefficients R′

2

and R′
3 are equal to 0, which means that the outlet valves at nodes 2 and 3 are closed. Note that the

inlet/outlet balance must be met (an analogy to the external equilibrium condition for truss struc-
tures, which means that external loads have to be equilibrated by reaction forces at supports),
i.e.

∑
K qK = 0 (index K runs over all nodes). In this case the condition simply yields q1 = q4.
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Figure 3.40 Water head distribution in the original network

Substituting Equations (46) to (45), assuming the reference value H0 = 0 and rearranging
the set of equations, gives the following system:

⎡⎢⎢⎣
R1 + R2 −R1 −R2 0

−R1 R1 + R3 + R4 −R4 −R3

−R2 −R4 R2 + R4 + R5 −R5

0 −R3 −R5 R3 + R5 + R′
4

⎤⎥⎥⎦
⎡⎢⎢⎣

H1

H2

H3

H4

⎤⎥⎥⎦ =

⎡⎢⎢⎣
q1

0
0
0

⎤⎥⎥⎦ (47)

For the network depicted in Figure 3.39, assuming the following data: K1 = 0.2 m3/s, K2 =
K3 = K4 = K5 = 0.4 m3/s, l1 = l2 = l3 = l5 = 10.000 m, l4 = 14.142 m, q = 0.050 m3/s,
and H0 = 0.000 m, the following water head distribution is obtained (see Figure 3.40):

HL = [4.312, 1.279, 1.946, 0.050]T (48)

Calculating the pressure head from Equation (40) gives

εL = [3.033, 2.366, 1.229, 0.667, 1.896]T (49)

3.4.3 VDM-Based Simulation of Parameter Modification

Local modification of a network parameter can be introduced into the system through the
virtual distortion ε0, incorporated into the formula (44) by analogy to Equation (13) in
Chapter 2:

NR(NTH − ε0) = q (50)
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Figure 3.41 Distortion simulating water flow (pressure head modification) in branch 4

The virtual distortion ε0 is of the same character as the pressure head ε (see Figure 3.41)
and is therefore able to modify it. The influence of virtual distortions on the resultant flow
redistribution can be calculated making use of the influence matrix DH

K j , collecting j responses

(columnwise) in terms of water heads H @ε0=1
K , induced in the network by imposing the unit

virtual distortion ε0
j , generated consecutively in each branch j of the network. Thus each

influence vector H @ε0=1
K can be calculated on the basis of the following equation obtained

from Equation (50):

NRNTH
@ε0=1 = q∗ + NRI (51)

The vector q∗ disregards the external inlet (the flow is now provided by the imposition of virtual
distortion), but it accounts for the outlets in the network (cf. Equation (45)) as its physics must
not be changed. There are j sets of equations (51) to be solved in order to create the full
influence matrix DH

K j . Each time the right-hand side changes as the unit virtual distortion is
applied to another branch. In practice this can be realized by applying a pair of water heads
corresponding to each branch (cf. Equation (40)) – it is the compensative charge.

The parameter modification in the system is accounted for by superposing the linear response
of the original network and the residual response due to imposition of the virtual distortion.
Therefore the resultant water head distribution can be expressed as

HK = H L
K + H R

K = H L
K + DH

K jε
0
j (52)

and the resultant water flow (cf. Equations (40) and (43)) as

Qi = QL
i + QR

i = QL
i + Ri N T

i K DH
K jε

0
j (53)

Coming back to the example shown in Figure 3.39, the unit virtual distortion is generated in
branch 4, connecting nodes 2 and 3. The corresponding set of equations (51), with the vector
q∗ = [0, 0, 0, −q4]T moved to the left-hand side (cf. Equation (47)), takes the following
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form: ⎡⎢⎢⎣
R1 + R2 −R1 −R2 0

−R1 R1 + R3 + R4 −R4 −R3

−R2 −R4 R2 + R4 + R5 −R5

0 −R3 −R5 R3 + R5 + R′
4

⎤⎥⎥⎦
⎡⎢⎢⎢⎣

H @ε0=1
1

H @ε0=1
2

H @ε0=1
3

H @ε0=1
4

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎣
0

−R4ε
0
4

R4ε
0
4

0

⎤⎥⎥⎦ (54)

where ε0
4 = 1. The resulting distribution of water heads:

H@ε0=1 = [0.151, −0.251, 0.251, 0.000]T (55)

constitutes the fourth column of the influence matrix DH
K i . Continuing this procedure for virtual

distortions generated in other branches, the full influence matrix can be determined as

DH
K j =

⎡⎢⎢⎣
0.243 0.757 0.393 0.151 0.607

−0.071 0.071 0.678 −0.251 0.322
0.071 −0.071 0.322 0.251 0.678
0.000 0.000 0.000 0.000 0.000

⎤⎥⎥⎦ (56)

Note that the matrix DH
K j has zero values at node 4 (fourth row) where the outlet is assumed. In

general the sum of components, corresponding to the outlet nodes in each column of the matrix
DH

K j , equals zero. Alternatively, taking into account relation (40) and applying it consecutively

to each influence vector H @ε0=1
K , another influence matrix Dε

i j can be created, collecting the

response to unit virtual distortions in terms of the pressure head ε@ε0=1
i :

Dε
i j =

⎡⎢⎢⎢⎢⎣
0.314 0.686 −0.284 0.402 0.284
0.172 0.828 0.071 −0.101 −0.071

−0.071 0.071 0.678 −0.251 0.322
0.142 −0.142 −0.355 0.503 0.355
0.071 −0.071 0.322 0.251 0.678

⎤⎥⎥⎥⎥⎦ (57)

The following relations (cf. Equations (8) and (9) in Chapter 2) are valid:

εi = εL
i + εR

i = εL
i + Dε

i jε
0
j (58)

Qi = QL
i + QR

i = QL
i + Ri Dε

i jε
0
j (59)

Note that the influence matrices D H
K j , D

ε
i j are related via the transposed incidence matrix Ni K

(cf. Equation (40)):

Dε
i j = Ni K DH

K j (60)
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3.4.3.1 Simulation of Network Parameter Remodeling

First, it will be demonstrated how the virtual distortion generated in branch 4 can simulate the
network modification consisting in total blocking of the flow in this branch. To this end, the
condition of zero flow should be postulated in the branch under remodeling (Q4 = 0). Making
use of the formula (59) or (58) gives, respectively:

Q4 = QL
4 + R4 Dε

44ε
0
4 = 0 or εL

4 + Dε
44ε

0
4 = 0 (61)

which leads to

ε0
4 = − εL

4

Dε
44

= −1.340 (62)

Multiplying the network response H @ε0=1
K due to imposition of the unit virtual distortion

ε0
4 = 1, i.e. the fourth column DH

K 4 of the matrix DH
K j (cf. Equation (56)) by the above-

determined value ε0
4 = −1.340 (cf. Equation (62)), the residual response is determined (see

Figure 3.42(b)). Superposing the correction over the water head distribution in the original
network (see Figure 3.42(a)), the resultant water head distribution for the modified network
HK = H L

K − 1.340DK 4 is determined (see Figure 3.42(c)). Similarly, other types of network
modifications can be simulated through virtual distortions using the once-determined influence
matrix DH (or Dε) and the linear response HL.

3.4.3.2 Simulation of Constitutive Nonlinearity

Nonlinearity of constitutive relations (cf. Equation (41)) can also be simulated through virtual
distortions. To this end, it will be assumed that this relation is approximated through a piecewise
linear function, e.g. composed of two pieces (see Figure 3.43). The algorithm for nonlinear
analysis of water networks is analogous in this case to the progressive collapse analysis of
elastoplastic truss structures (cf. Reference [55]), where the sequence of overloaded (i.e.
exceeding the yield stress limit due to increasing load intensity) elements should be determined
and the corresponding sequence of ‘growing’ sets of linear equations should be solved.
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0.34
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+

1.95
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4
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2
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3 2

4

=

4.11

1.611.61
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4
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2

(a) (b) (c)

Figure 3.42 Pressure head distributions for the (a) original, (b) residual, (c) modified network



OTE/SPH OTE/SPH
JWBK160-03 JWBK160-Holnicki March 12, 2008 20:47 Char Count= 0

VDM-Based Health Monitoring 75

Q

R

R∗

ε∼
ε

Q
~

Figure 3.43 Piecewise linear approximation of the nonlinear constitutive relation

By analogy to structural mechanics (cf. Equation (22) in Chapter 2), the conditions for
simulation of nonlinear behaviour of network branches (see Figure 3.43) take the following
form:

Qi − Q̃i = R∗
i (εi − ε̃i ) (63)

Denoting γi = R∗
i /Ri and substituting Equations (58) and (59) into (63), the following set of

linear equations is obtained:

(1 − γk)Dε
kl β0

l = −(1 − γk)(εL
k − ε̃k) (64)

The set (64) should be solved with respect to the unknown virtual distortions denoted here by
β0

l and the indices k, l run over the branches of nonlinear characteristics only.
As an example, a nonlinear analysis will be performed of the network, shown in Figure 3.39. It

is assumed that εk > ε̃k , e.g. ε̃k = 0.8 max(εL
k ) = 2.426 and γk = 0.1. Values of the distortions

generated by solving Equation (64) are β0
1 = 1.212 and β0

2 = 0.525. The values are positive
since the pressure heads in branches 1 and 2 are also positive (cf. Equation (49)). The distortion
β0

k and the pressure head εk , referring to the same network branch, are always consistent in
sign. Thus for the network shown in Figure 3.39, the residual water head equals

HR = [0.692, −0.049, 0.049, 0.000]T (65)

Therefore the water head distribution accounting for the nonlinear constitutive relation is the
sum of Equations (48) and (65), and yields

H = [5.004, 1.230, 1.995, 0.050]T (66)

and the corresponding pressure head distribution (cf. Equation (49)) yields

ε = [3.773, 3.010, 1.181, 0.763, 1.944]T (67)

A check can be made to ensure that the relations (50) are satisfied.
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3.4.4 Leakage Identification

3.4.4.1 Modeling of Leakage by Virtual Distortions

Apart from parameter modifications (see Section 3.4.3), the applied virtual distortion can also
simulate leakage from the water network and therefore it can be useful in identification of this
type of defect. For example, a leakage from branch 4 of the testing network (see Figure 3.39)
can be modeled through the solution of the following problem (cf. Equation (54)):

⎡⎢⎢⎣
R1 + R2 −R1 −R2 0

−R1 R1 + R3 + R4 −R4 −R3

−R2 −R4 R2 + R4 + R5 −R5

0 −R3 −R5 R3 + R5 + R′
4

⎤⎥⎥⎦
⎡⎢⎢⎢⎣

H @ε0=1
1

H @ε0=1
2

H @ε0=1
3

H @ε0=1
4

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎣
0

R4ε
0
4

R4ε
0
4

0

⎤⎥⎥⎦ (68)

where ε0
4 = 1. Note that the applied distortion (see Figure 3.44) is now supposed to model the

leakage of water from branch 4 (not the flow through the branch as in Section 3.4.3).
The modeling is realized by applying the water heads of positive sign to nodes 2 and 3

(contrary to the case of distortion simulating water flow, in which the signs coincide with the
incidence matrix N). The resulting distribution of potentials yields:

Hd@ε0=1 = [0.730, 0.730, 0.730, 0.023]T (69)

Applying the same procedure to other branches, the following influence matrix DHd (cf. Equa-
tion (56)), modeling the leakage, can be determined:

DHd
K j =

⎡⎢⎢⎣
0.447 2.003 0.425 0.730 0.639
0.276 0.748 0.710 0.730 0.354
0.240 1.316 0.354 0.730 0.710
0.008 0.032 0.032 0.023 0.032

⎤⎥⎥⎦ (70)
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Figure 3.44 Distortion simulating leakage in branch 4
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Note that with the direction of flow assumed in branch 4 in Figure 3.44 (inward to the
element), all values of the matrix DHd are always positive as the flow generated in this way
creates a state of superpressure in the network. If the opposite direction of flow (outward of
the element) is assumed, the network will exhibit the state of subpressure and all values of the
matrix DHd will be negative.

3.4.4.2 Leakage Identification – Linear Constitutive Relation

The leakage identification problem will now be formulated for a network governed by the
linear constitutive relation (43). Assuming a leakage in branch 4 of the network shown in
Figure 3.39, this situation will first be modeled by adding node 5 in the middle of the former
branch 4 (see Figure 3.45).

The corresponding flow distribution can be described by the following set of equations (cf.
Equation (47)):⎡⎣ R1+R2 −R1 −R2 0 0

−R1 R1+R3+R4 0 −R3 −R4

−R2 0 R2+R5+R6 −R5 −R6

0 −R3 −R5 R3+R5+R′
4 0

0 −R4 −R6 0 R4+R6+R′
5

⎤⎦ ⎡⎣ H1

H2

H3

H4

H5

⎤⎦ =
[ q1

0
0
0
0

]
(71)

where the outlet intensities q4 and q5 incorporated into the system matrix are expressed by:

q4 = R′
4(H4 − H0) and q5 = R′

5(H5 − H0) (72)

It has been assumed that the only inlet is applied at node 1, while two outlets at nodes 4 and
5 are determined by the flow coefficient values R′

4 = 1 and R′
5 = 1. Assuming all other data

as in Section 3.4.2, the set of equations (71) leads to the following solution in terms of water
heads (cf. Equation (48)):

HM = [3.373, 0.340, 1.006, 0.021]T (73)

and the following solution in terms of pressure heads (cf. Equation (49)):

εM = [3.033, 2.367, 0.319, 0.666, 0.985]T (74)

1
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Figure 3.45 Network subject to one leakage modeled by inclusion of node 5 in the middle of the branch
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where only the first four nodes of the network shown in Figure 3.45 were considered (the
combined pressure heads in branches 4 and 6) in order to match the layout of the original
network, presented in Figure 3.39. In this way it is assumed that the responses supposed to
model measurements are known in every node of the original network.

It can be demonstrated that the result (73) can be obtained from the linear water head
H L

K (cf. Equation (48)) by adding the following residual vector H Rd
K = −1.288DHd

K 4 (cf.
Equation (70)):

HRd = [−0.939, −0.939, −0.939, −0.029]T (75)

Therefore, the solution of the set of equations (71), reduced to the layout of the original network,
can be described in general as the solution of the following optimization problem:

min F = min

(
HK − H M

K

H M
K

)2

(76)

subject to

HK = H L
K + H Rd

K = H L
K + DHd

K jε
0
j ≥ 0 (77)

and

ε0
j ≤ 0 (78)

where

HM = water head values measured in experiment or simulated numerically
HL = linear response (water heads in original network)
HRd = residual response of a malfunctioning network (water heads due to virtual distortions

modeling leakage)
H = sum of the linear and residual responses
ε0 = virtual distortion modeling leakage (location and intensity)
DHd = influence matrix (in water heads) modeling leakage (cf. Equation 70)

The optimization problem posed by Equations (76), (77) and (78) is a classical quadratic
programming problem, which may be solved by standard optimization codes, e.g. the routine
TOLMIN [56]. The constraints (78) stem from the fact that the matrix DHd is built with the
sign convention shown in Figure 3.44 (inward to the element), due to which components of the
matrix are always positive. Most of the constraints (78) are active in the final solution. Only
negative values of the generated distortions ε0 indicate leakage.

For this small example, the constraints (77) take the following form:

HK = H L
K + DHd

K 4ε
0
4 ≥ 0 (79)

3.4.4.3 Leakage Identification – Nonlinear Constitutive Relation

In the case of nonlinear constitutive relations, a distinction will be made between the virtual
distortion field simulating constitutive nonlinearities β0 and leakage ε0. Consequently, the
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water head H will be expressed as

HK = H L
K + H R

K + H Rd
K = H L

K + DH
K jβ

0
j + DHd

K jε
0
j (80)

In the numerical algorithm the distortion β0 has to be determined (first with ε0 = 0 as a
solution of the following system of equations, including only the network branches of the
nonlinear constitutive characteristics (cf. Equation (64)):

(1 − γi )Ni K DH
K jβ

0
j = −(1 − γi )(ε

L
i − ε̃i ) − (1 − γi )Ni K DHd

K jε
0
j (81)

Having determined β0, the primary design variable ε0, which models leakage in the network,
can be calculated by TOLMIN. If the detected leakages have an influence on the distribution of
flow in the branches of the nonlinear characteristics, the resultant ε0 is substituted to Equation
(81) and a new β0 is found. The iterative process proceeds until convergence is obtained, i.e.
the final ε0 does not imply any variation of β0.

3.4.4.4 Sensitivity Analysis

As demonstrated previously, leakages in the water network can be simulated through a virtual
distortion state. The original (linear) response HL of the network is combined with the resid-
ual response HR, generated by virtual distortions, in order to match the measured response
HM. The components of virtual distortions (design variables) are calculated by the quadratic
programming routine TOLMIN and therefore a sensitivity analysis allowing for the calculation
of gradients is necessary.

Having an analytical description of water network relations, presented in Section 3.4.2, the
gradient of the objective function (76) for linear constitutive relations can be calculated in the
following way:

∂ F

∂ε0
j

= 2(
H M

K

)2

(
H L

K + DHd
K jε

0
j − H M

K

)
DHd

K j (82)

In the case of the nonlinear constitutive relation advantage can be taken of the following chain
differentiation (cf. Equation (55) in Chapter 2):

∂ F

∂ε0 = ∂ F

∂H

(
∂H

∂ε0 +
∑

plastic

∂H

∂β0

∂β0

∂ε0

)
(83)

The components ∂H/∂ε0 and ∂H/∂β0 are determined from Equation (80), whereas the com-
ponent ∂β0/∂ε0 is calculated from Equation (81).

3.4.5 Numerical Examples

3.4.5.1 Example 1

Assume now that the water head distribution HM (cf. Equation (73)) has been measured in every
node of the water network shown in Figure 3.39, which may be subject to leakages. Location as
well as intensity of the leakages needs to be identified, assuming that they may be located in any
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branch of the network and the constitutive relation is linear. Employing the gradient-based (cf.
Equation (82)) TOLMIN routine, the minimization problem of Equations (76), (77) and (78)
with five unknowns ε0

i , i = 1, ..., 5, leads to the following solution: ε0
1 = ε0

2 = ε0
3 = ε0

5 = 0
and ε0

4 = −1.288. This means that the proposed procedure is able to identify the location
(branch 4) as well as the intensity of the leakage (distortion value), making use of the water
head distribution HM measured in every node of the network.

The distortion value ε0
4 = −1.288 m, referring to the original network (see Figure 3.39),

does not translate directly into the leakage intensity q5 = 0.029 m3/s, referring to node 5 of
the network, which is supposed to model the malfunctioning state (see Figure 3.45). However,
once the distortion ε0

4 has been determined, it is known that the leakage occurs in branch 4.
By substituting the distortion ε0

4 to the flow balance equations (50) the unbalanced right-hand
side vector qK is obtained, i.e.

∑
K qK �= 0. In the case of just one leakage, this indicates

immediately how intensive the leakage is. In the case of many simultaneous leakages, the
unbalanced vector qK provides information about the overall loss of water from the network,
but the branches in which leakages occur (see Example 2) are exactly known. By modeling
the leakage through a node placed in the middle of a damaged branch and solving a system
of equations analogous to Equation (71), the leakage intensity in each defective branch can be
determined exactly in terms of qK .

Note that there is a subtlety in checking the flow balance equations (50) with the distortion
ε0

4, modeling leakage. When considering the equilibrium of node 3 (see Figure 3.39), the
calculated value ε0

4 = −1.288 must be considered, whereas the equilibrium of node 2 requires
the opposite value ε0

4 = 1.288. This is due to the fact that the assumed flow in branch 4, from
node 3 to node 2 (see Figure 3.39), differs in direction from the flow assumed when creating
the influence matrix DHd, modelling leakage (cf. Figures 3.41 and 3.44).

The progress of the optimization process for five unknown virtual distortions is illustrated in
Figure 3.46. The nonzero virtual distortion ε0

4, reached in several iterations, indicates leakage
in branch 4. The combination of linear and residual responses producing the response with
leakage is demonstrated in Figure 3.47.

For the nonlinear constitutive relation assuming the level ε̃i = 0.8 max(εL
i ) = 2.426, the

linear state HL (cf. Equation (48)) can simply be combined with the residual states HR (cf.
Equation (65)) and HRd (cf. Equation (75)) in order to model the leakage in branch 4 of the
original network. This example is rather exceptional because the leakage distortion ε0

4 does
not affect pressure heads in branches 1 and 2 (cf. Equations (49) and (74)) which are affected
by distortions β0

1 and β0
2 , modeling constitutive nonlinearity. Thus the measured state of water

heads (referring to the original layout) in this case yields (cf. Equations (66) and (73))

HM = [4.065, 0.291, 1.055, 0.021]T (84)

and the state of pressure heads yields (cf. Equations (67), and (74))

εM = [3.774, 3.010, 0.270, 0.764, 1.034]T (85)

With the previously assumed data, the nonlinear constitutive relation and the measured state
(73), the optimization program TOLMIN identifies the leakage in branch 4 (ε0

4 = −1.288),
similarly to the linear case. The flow balance equations (50) are satisfied here as well. The
previous comment in this section on the sign of the distortion ε0

4 for the linear constitutive law
is also valid.
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Figure 3.46 Development of distortions ε0 for the two-loop network

3.4.5.2 Example 2

Another four-loop network in its original state is shown in Figure 3.48. The inlet is provided
at node 1 and the outlet at node 6. Assuming the following data: K1−9 = 0.5 m3/s, l1 = l2 =
l4 = l5 = l6 = l8 = l9 = 10.000 m, l3 = l7 = 14.142 m, q1 = 0.050 m3/s, H0 = 0.000 m, the
following linear response for the original network in terms of the water head is obtained:

HL = [2.789, 1.897, 1.681, 1.158, 0.942, 0.050]T (86)
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Figure 3.47 Water head distributions for (a) the original, (b) locally distorted and (c) damaged two-loop

network
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Figure 3.48 Four-loop network in the original configuration

and in terms of the pressure head:

εL = [0.892, 1.108, 0.216, 0.739, 0.522, 1.108, 0.216, 0.739, 0.892]T . (87)

Assuming the nonlinear constitutive relation (ε̃i = 0.9, γi = 0.1) for the original network, it
turns out that four branches of the network exhibit nonlinearity (β0

1 = 0.762, β0
2 = 1.038, β0

6 =
1.038, β0

9 = 0.762). The solution in terms of the water head yields

H = [4.619, 2.871, 2.566, 2.103, 1.797, 0.050]T (88)

and in terms of the pressure head yields

ε = [1.747, 2.053, 0.306, 0.769, 0.463, 2.053, 0.306, 0.769, 1.747]T (89)

In order to model a malfunctioning network with two simultaneous leakages, the configu-
ration shown in Figure 3.49 was adopted. Assuming the flow coefficients R′

7 = 1 and R′
8 = 1,
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Figure 3.49 Four-loop network in the damaged configuration
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Figure 3.50 Development of distortions ε0 for the four-loop network

the following response in terms of the water head is obtained:

HM = [1.670, 0.816, 0.525, 0.166, 0.160, 0.008]T (90)

and in terms of the pressure head (both referring to the original configuration):

εM = [0.855, 1.145, 0.291, 0.649, 0.358, 0.159, 0.006, 0.364, 0.153]T . (91)

Based on the measured state (90), TOLMIN generates the following distortions: ε0
5 = −0.628,

ε0
7 = −0.305, modeling leakages. The development of the distortions in the optimization pro-

cess is shown in Figure 3.50.
Assuming the nonlinear constitutive relation (ε̃i = 0.9, γi = 0.1) for the malfunctioning

network, it turns out that only two branches (compared to four branches for the original
network) exhibit nonlinearity (β0

1 = 0.727, β0
2 = 1.073), which is due to the leakages. The

measured state in terms of the water head yields

HM = [2.595, 0.888, 0.503, 0.180, 0.154, 0.008]T (92)

and in terms of the pressure head (both referring to original network), it yields

εM = [1.707, 2.093, 0.385, 0.708, 0.323, 0.172, 0.026, 0.349, 0.146]T (93)

TOLMIN returns two values of the distortions modelling leakage ε0
5 = −0.620, ε0

7 = −0.312.
They are different from the corresponding distortions for the linear case because: (i) the
number of branches exhibiting nonlinear behavior is different for original (four branches) and
malfunctioning networks (two branches), and (2) the leakages influence the pressure head
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state in all branches of the network (cf. Equations (87) and (91)), contrary to Example 1.
Nevertheless the relations (50) are always satisfied.

In both examples the computational time was negligible and the objective function value
dropped to numerical zero (1.0 × 10−14), so the identification result is extremely accurate.

3.4.6 Conclusions

The section proposes a numerical approach for closed-loop water networks based on the
virtual distortion method and system theory. At the start of the numerical simulation, the
influence matrix is built. Then the analysis of flow distribution in the network reduces to linear
combinations of the components of the matrix and virtual distortions (design variables). Unlike
the Cross iterative method, the presented approach determines the flow distribution in one
step. Various modifications introduced to water networks may be modeled by the presented
approach, e.g. network remodeling (change of flow in selected branches). In particular, a
state of network malfunctioning due to leakage may be effectively diagnosed on the basis of
in situ measurements of water heads at network nodes. The presented approach assumes that the
analysed network exhibits a steady state of water flow. Transient behavior will be investigated
in the future.

It has been demonstrated that having a numerical model of the water network (with the
pre-calculated influence matrix DHd) and knowing the current state of the system, i.e. the nodal
water head distribution HM measured in situ, the locations of possible simultaneous leakages in
network branches and their intensities can be determined. The VDM-based sensitivity analysis
enables a gradient-based optimization algorithm to be employed to solve the leakage iden-
tification problem. As for location of a leakage, with the currently formulated approach just
the defective branch can be determined. The authors also have an idea for precise location of
leakage along the branch (the subject of future research). Leakage intensity is fully determined
by the distortion ε0 value (cf. the comment in Example 1 in Section 3.4.5). All results presented
in the section were obtained for numerically simulated responses HM, so no uncertainties of
measurements were accounted for. The approach has been proved to work for the noise-free
data. The experimental verification has just been initiated and will be continued.

It has been assumed that the current water head is measured in every node of the network,
but leakage identification is also possible by making measurements in selected nodes only. It
seems that a minimum number of measurements should be specified in order to ascertain good
convergence of the optimization algorithm (cf. Reference [57]). This will be a crucial issue for
large networks, in which the inspection zone must be naturally limited. The investigation of
the problem will be the subject of future research.

Linear constitutive relation has been assumed in the first formulation. Then, the nonlinearity
of the pressure head/flow constitutive relation has been taken into account through superposition
of the following two virtual distortion fields: the first one β0, modeling physical nonlinearities
and being a solution of the set of equations (64), and the second one ε0, describing leakages
and being a solution of the optimization problem of Equations (76), (77) and (78).

3.5 Damage Identification in Electrical Circuits

3.5.1 Introduction

In this section, an adaptation of the virtual distortion method to the analysis and diagnostics
of electrical circuits is presented. Similarly to the case of water networks (Section 3.4), the



OTE/SPH OTE/SPH
JWBK160-03 JWBK160-Holnicki March 12, 2008 20:47 Char Count= 0

VDM-Based Health Monitoring 85

implementation of VDM concepts is based on the system of analogies with plain truss structures
(see Table 2.3). A motivation for introducing the VDM concepts is to model and identify
changes of conductance in elements of electrical circuits, which is analogous to modeling
and identification of stiffness parameters in truss members (see Section 3.2). The presented
approach can be applied to the diagnostics and fault detection in linear time-invariant analog
circuits, both in the steady state as well as dynamic cases (direct current (DC) [58], alternating
current (AC) and transient analysis in the discrete-time domain, based on numerical integration
of the circuit equations). In-depth reviews of various methods commonly used in the diagnostics
of analog circuits can be found in References [59] and [60].

For the sake of consistency, the term (virtual) distortion is introduced to describe a certain
input function, which models modifications of circuit parameters. However, it should not be
confused with the same term used to describe the change of circuit response caused by a
single-frequency input signal of small magnitude (distortion analysis).

3.5.2 Modeling of Electrical Circuits and Analogies to Truss Structures

In terms of topological compatibility, the form of global governing equations and overall
characteristics of behavior, models of truss structures are a close mechanical equivalent of
electrical circuits consisting of bulk passive elements and independent sources. On a very basic
level, a foundation for defining the mutual equivalence of physical quantities and parameters
is the concept of electromechanical inverse analogy [61]. Accordingly, a simple 1DOF mass–
spring–damper system (Figure 3.51) has an electrical counterpart in the form of a parallel
connection of a resistor, capacitor and inductor. The behavior of both systems is described by
integral-differential equations of the same form:

f (t) = m
dv(t)

dt
+ cv(t) + k

∫
v(t)dt (94a)

i(t) = C
du(t)

dt
+ 1

R
u(t) + 1

L

∫
u(t)dt (94b)

indicating a direct correlation between external force f (t) ↔ current source i(t) as inputs and
velocity v(t) ↔ voltage u(t) as responses.

However, with regard to truss members and electrical components, especially in the steady
state of response, it is more convenient to use the different system of analogies: the state
of currents remains compatible with the field of internal forces, but the state of voltages is
associated with the state of deformations (not velocities). As a result, a direct analogy is
obtained between constitutive relations (Hooke’s versus Ohm’s law) and global governing
equations (equilibrium of forces and continuity of deformations versus Kirchhoff’s laws).
Excitations by external forces and initial deformations are analogous with the power supply
by current and voltage sources. Equivalent nodal quantities are the displacements of truss

R L C
i(t)

u(t)

f(t)

v(t)
m

ck

Figure 3.51 Electromechanical inverse analogy
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Figure 3.52 Models of electrical components

nodes and electrical potentials. There is no mechanical equivalent for inductance and electrical
equivalent for mass, but those parameters are not directly related to the VDM procedures to
be used.

The following analysis will be carried out with regard to electrical circuits of arbitrary
topology and the distribution of elements. Basic passive elements and sources will be treated
as independent components, represented by simple two-terminal models of real elements. The
following models (Figure 3.52) will be taken into consideration:

(a) Resistor of conductance G
(b) Capacitor of capacitance C and parallel conductance Gc

(c) Coil of inductance L and serial resistance Rl

(d) Voltage source of electromotive force E and inner resistance Re

(e) Current source of intensity J and inner conductance G j

The proposed models of electrical components enable a residuary drop of voltage on a coil,
current leakage through a capacitor and changes of nominal values of sources due to their inner
resistance to be taken into account. Models of ideal components are obtained when assum-
ing Gc = R1 = 0, G j and Re = 0. In an arbitrary state of the circuit, instantaneous values of
current and voltage on element terminals are described by the following relations:

Resistor: i(t) = −G u(t) (95a)

Capacitor: i(t) = −C
du

dt
− Gc u(t) (95b)

Coil: u(t) = −L
di

dt
− Rl i(t) (95c)

Voltage source: u(t) = E(t) − Re i(t) (95d)

Current source: i(t) = J (t) − G j u(t) (95e)

Signs in the above relations result from the assumed conventional flow notation, where
directions of current and polarity of voltage are opposite (the arrow of voltage points towards
higher potential). The topology of circuit connections will be described by making use of
an oriented graph, where every passive element of the circuit is represented by an edge of
fixed orientation linking two separate nodes of the graph. Orientation of the edge establishes a
reference for the direction of current flow and polarity of voltage for the element. To describe
mutual connections between nodes and edges of a circuit graph, an incidence matrix N (cf.
Equation (38)) will be used. Entry of the matrix NK j = 1 denotes that the j th edge enters
the K th node, N K j = −1 denotes that the edge leaves the node and NK j = 0 states that the
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given edge and node are disjoint. The incidence matrix enables the relation between voltages
on elements and potentials in nodes to be formulated:

u(t) = NTv(t) (96)

as well as a relation for a summation of currents in nodes:

N i(t) =
∑
node

i(t) (97)

The following procedure for assembling the system of circuit equations is based on the
modified nodal analysis (MNA) [62]. In a general outline, the MNA is very similar to the
finite element method (FEM) formulation for truss structures. Using the assumed system of
analogies and FEM-based terminology, models of passive components can be regarded and
handled as ‘electrical finite elements’, sources as ‘external loads’ and certain predefined con-
figurations of the circuit (grounding, short-circuits) as ‘boundary conditions’. A global system
of circuit equations is formulated with regard to unknown nodal potentials, in accordance with
Kirchhoff’s current law.

3.5.2.1 DC Analysis

Relation (97), applied to all elements and sources, produces a system of equations for global
equilibrium of currents in circuit nodes:

Nr ir + Nc ic + Nl il + Ne ie + Nj ij = 0

Currents can then be substituted by voltages in accordance with relations (95), and subsequently
voltages can be expressed as functions of nodal potentials (Equation (96)). Taking into account
that in the steady-state DC analysis the ideal capacitor acts as a break (ic = 0) and the ideal
coil acts as a short-circuit (ul = 0), the following relation is obtained:

G∗ v − Nl il − Ne ie = Nj J ,

where

G∗ = Nr G NT
r + Nc Gc NT

c + Nj Gj NT
j

In the case of coils and ideal voltage sources, currents cannot be expressed directly as functions
of potentials. Hence they are treated as additional unknown variables and relations (95c) and
(95d) have to be used as additional equations (boundary conditions). Ultimately, the following
system of equations can be obtained:⎡⎣G∗ −Nl −Ne

NT
l Rl 0

NT
e 0 Re

⎤⎦ ⎡⎣v
il
ie

⎤⎦ =
⎡⎣Nj J

0
E

⎤⎦
The system can be expressed in a more compact form as

K x = z (98)
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Because of the fact that the number of independent Kirchhoff’s current laws is less by one
than the number of nodes, at least one node has to be grounded in order to obtain a reference for
values of potentials (and nonsingularity of the matrix K). To implement the condition vi = 0,
all entries in the i th row and column of the matrix K have to be set to zero, except Kii = 1,
and all entries of zi = 0. After imposing boundary conditions on the nodes, Equation (98) can
be solved using standard routines and algorithms for linear systems of equations.

3.5.2.2 AC Analysis

Steady-state AC analysis is based on a symbolic method making use of linear algebra in the
complex numbers domain. According to Euler’s formula, a harmonic signal of amplitude U,
angular frequency ω and phase ϕ can be expressed in the following form:

u(t) = U sin(ωt + ϕ) = Im(U eiϕ eiωt )

The quantity U = U eiϕ is defined as a complex amplitude. It presents a temporary state of
the signal in a time instant t =0, where the modulus and argument of the complex number
are associated with the amplitude and phase of the signal. In the steady state of response, the
time factor eiωt is the same for all considered signals (currents, voltages, potentials); hence it
can be neglected and all relations between the signals can be written for complex amplitudes.
Constitutive relations for reactive elements are described by the following equations:

Ic = (iωC + Gc) Uc = Yc Uc

Ul = (iωL + Rl) Il = Il / Yl

The global system of equations can be written in the following form:

Y x = z (99)

where

Y =
[

Y∗ −Ne

NT
e Re

]
; x =

[
v
ie

]
; z =

[
Nj J
E

]
and

Y∗ = Nr G NT
r + Nc Yc NT

c + Nl Yl NT
l + Nj Gj NT

j .

Boundary conditions on grounded nodes are imposed in the same manner as in the DC case.
The solution to the system (99) can be obtained by using standard routines for linear systems
of equations in the complex number domain.

3.5.2.3 Transient Analysis

A global system of circuit equations for the dynamic analysis is formulated in such a way as to
obtain the system of second-order differential equations, which is analogous to the equations
of motion describing truss models. The procedure for assembling matrices is also based on
the MNA, but it requires that in-between nodes need to be introduced for real coils. Voltage
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sources are aggregated in the same manner as in the steady-state cases (i.e. by additional
boundary conditions with unknown currents through sources). As a result the following system
of equations is obtained:

C̃ ÿ(t) + G̃ ẏ(t) + L̃ y(t) = z(t) (100)

where

ẏ(t) =
[

v+(t)
ie(t)

]
; z(t) =

[
N̂j J(t)
E(t)

]
;

C̃ =
[

C∗ 0
0 0

]
; G̃ =

[
G∗ −N̂e

N̂T
e Re

]
; L̃ =

[
L∗ 0
0 0

]
and

G∗ = N̂r G N̂T
r + N̂c Gc N̂T

c + N̂j Gj N̂T
j + N̂rl

1
Rl

N̂T
rl ;

C∗ = N̂c C N̂T
c ; L∗ = N̂l

1
L

N̂T
l

The vector of nodal potentials v+(t) is assembled for standard and additional nodes. Incidence
matrices for all elements besides coils (N̂r, N̂c, N̂j, N̂e) are expanded by inserting zeros in
entries associated with additional nodes. The incidence matrix for the model of a real coil is
expanded and transformed separately for the coil (N̂l) and its resistance (N̂rl). Nodal boundary
conditions are imposed in the same manner as in the DC case (all entries in columns and rows
of matrices C̃, G̃, L̃ and excitation vector z(t), associated with the K th grounded node, are set
to zero, except G K K =1).
The solution to the system (100), for the uniformly defined discrete time domain, is obtained
by utilizing the Newmark algorithm. The circuit response to the impulse excitation (a crucial
issue for VDM procedures) can be computed by setting nonzero values of the excitation vector
only for the first time step of the Newmark algorithm.

3.5.3 VDM Formulation

Making use of analogies with truss structures, concepts of the virtual distortion method can be
easily and intuitively adapted to the analysis of simple linear electrical circuits. Basic notions
and definitions of the method can be introduced in the following way:

Linear response is an arbitrary circuit response (potentials in nodes, currents or voltages
on elements), generated by real sources in the circuit described by the reference set of
parameters.

Modified response is a response, generated by real sources in the circuit described by the set
of modified parameters.

Virtual distortions are, conceptually, certain additional input functions that alter the system
response in the same way as modifications of structural parameters. They can be interpreted
as additional ‘virtual’ sources, coupled with elements where modifications are modeled.
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Figure 3.53 Modeling of conductance modification by distortion

Residual response is a balanced state of response induced by distortions in the initial, passive
circuit (i.e. with real sources discarded).

Modeled response is a superposition of linear and residual responses, assumed to be equal
with the modified response.

Influence matrix D, similarly as for truss structures, is a stationary predefined matrix, which
stores selected system responses to certain elementary states of distortions imposed on
individual elements of the circuit.

It is assumed that distortions are associated with modifications of conductance in resistive
elements of the circuit. The remaining parameters and configurations of the circuit are consid-
ered to be invariant. Taking into account forms of global circuit equations, the most convenient
way to implement distortions is to treat them as ideal current sources inserted in parallel with
elements where modifications are modeled. In analogy with truss models, inserting a current
source is equivalent to imposing a pair of nodal forces that realize distortion (initial strain) in
the truss member. Figure 3.53 presents the interpretation of distortion as an equivalent to the
modification of conductance.

Relations between voltage and current in the selected resistive element in modified and
modeled circuits can be written as follows:

Modified element: −Ĝi ui (t) = ii (t)

Modeled element: −Gi ui (t) = ii (t) − ε0
i (t)

where Ĝi depicts the modified value of conductance and ε0
i (t) is a distortion modeling that

modification. The form of distortion complies with the type of conducted analysis. It is associ-
ated with the constant source in the DC case, the harmonic source in the AC case (of the same
frequency as real sources) and is time-dependent in the transient state. From the assumption
that responses in the modified and modeled elements are compatible, distortion must fulfill the
following condition:

ε0
i (t) = (Gi − Ĝi ) ui (t) = (1 − μi ) Gi ui (t) (101)

where the parameter of conductance modification μi (cf. Equation (17) in Chapter 2) is defined
as

μi = Ĝi

Gi
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Relation (101) between the distortion and modification parameter is not direct because the
modeled voltage response ui (t) generally depends also on other distortions imposed on the
circuit (local modifications of conductance have an influence on global responses of the circuit).
To obtain a direct relation, the modeled response of the circuit has to be expressed as a
superposition of linear and residual responses, where the residual response is calculated as a
linear combination of distortions, making use of the influence matrix.

3.5.3.1 Steady-State Case

Distortions can be implemented in the model of the circuit in the same way as real current
sources. Having a vector of distortions ε0, which has the same number of entries as the number
of resistors, and a corresponding incidence matrix Nε0 = Nr, the global vector of excitation
for the modeled circuit in the DC case can be expressed in the following way:

ẑ = z + z(ε0) =
⎡⎣Nj J

0
E

⎤⎦ +
⎡⎣Nε0 ε0

0
0

⎤⎦
For the AC case, modification of the vector z can be introduced similarly. Inserting the modified
vector ẑ into the main system of Equations (98), a solution is obtained as a sum of the linear
response (generated by real sources) and the residual response (induced by distortions):

x = K−1z + K−1z(ε0) = xL + xR

Limiting the response to nodal potentials only, the following relation can be written:

v = vL + Dvε0 (102)

Matrix Dv will be called a potential influence matrix. An entry Dv
K j stores the value of

potential induced in the K th node by the unit virtual distortion imposed on the j th element. In
the DC case, unit distortion means a constant current source of unit intensity, and a harmonic
source of unit amplitude and zero phase in the AC case.

The potential linear response and potential influence matrix are the only quantities that have
to be calculated from the system of circuit equations. Other system responses (voltages and
currents) can be calculated from potentials using Equation (96) and constitutive relations (with
initial values of parameters). They can also be expressed as a combination of the linear and
residual responses. The modeled voltage response is described by the relation:

ui = uL
i + Du

i jε
0
j (103)

where the voltage influence matrix is calculated as

Du = NT
r Dv (104)

The direct relation between distortions ε0 and parameters of conductance modifications μ can
now be derived by inserting (103) into (101). As a result, the following system of equations
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can be obtained:

A0
i j ε0

j = bi (105)

where

A0
i j = δi j − (1 − μi ) Gi Du

i j

bi = (1 − μi ) Gi uL
i

The system of equations (105) enables the global vector of distortions, corresponding to a given
vector of modifications, to be calculated (with a linear voltage response and voltage influence
matrix pre-computed). To reduce the dimension of the system, it can be assembled only for
modified elements of the circuit. If μi = 1 (no modification of conductance) then A0

i j = δi j ,

bi = 0 and immediately ε0
i = 0.

3.5.3.2 Dynamic Case

According to Equation (101) in the transient state of the circuit, modifications of conductance
are modeled by time-dependent distortions. Analogously to the truss structures in dynamics
(see Section 2.5), the analysis will be conducted in a homogeneously discretized time domain.
Distortions will be approximated by the sequence of impulses occurring in the defined time
instants and the overall modeled response of the circuit will be calculated as a superposition of
impulse responses, making use of the impulse influence matrix. The modeled voltage response
can be described by the following relation:

ui (t) = uL
i (t) +

t∑
τ=0

Du
i j (t − τ ) ε0

j (τ ) (106)

Du(t) is a three-dimensional matrix, where the component Du
i j (τ ) stores the value of voltage

in the ith element in the time instant t = τ , induced by the unit impulse distortion imposed
on the jth element in the time instant t = 0. Columns of the impulse influence matrix can be
calculated making use of the procedure for calculation of the impulse response.

A direct relation between distortions and modification parameters in a transient state can be
derived by inserting Equation (106) into (101). For every discrete-time instant, the following
system of equations can be obtained:

A0
i j ε0

j (t) = bi (t) (107)

where

A0
i j = δi j − (1 − μi ) Gi Du

i j (0)

bi (0) = (1 − μi ) Gi uL
i (0)

bi (t > 0) = (1 − μi ) Gi

[
uL

i +
t−1∑
τ=0

Du
i j (t − τ )ε0

j (τ )
]
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The system of equations (107) must be solved sequentially for every time instant starting from
t = 0. The main matrix A0 is time-invariant; only vector b needs to be updated using values of
distortions calculated in the previous time steps. Similarly to the steady-state cases, the system
of equations can be assembled only for the modified elements of the circuit.

3.5.3.3 Sensitivity Analysis

Making use of relations between the modeled system response, distortions and modification
parameters, the virtual distortion method enables the gradient of circuit responses (sensitivity
analysis) to be calculated directly and accurately. In the steady states, the modeled response
of the circuit can be described as follows:

f = fL + D f ε0 (108)

The vector f stores arbitrary, various circuit responses (potentials, voltages or currents) and the
general influence matrix D f is assembled for those selected responses. The partial derivative
of the modeled response fi with respect to the modification parameter μk can be calculated
using the chain rule:

∂ fi

∂μk
= ∂ fi

∂ε0
j

∂ε0
j

∂μk
(109)

The modelled response is a linear function of distortions. Hence its partial derivative with
respect to distortion equals to the corresponding entry of the influence matrix. The problem
then reduces to finding the components of the gradient of distortions:

∂ fi

∂μk
= D f

i j

∂ε0
j

∂μk
(110)

After differentiation of both sides of relation (105) with respect to the selected modification
parameter, the following system of equations can be obtained:

A0
i j

∂ε0
j

∂μk
= Bik (111)

where the matrix A0
i j is the same matrix as in the Equation (105) used to calculate distortions

and Bik is a diagonal matrix, dependent on the modeled voltage response:

Bik = −δikGi ui

To find the gradient of selected circuit responses with respect to the modification parameter
μk , in the given space of parameters μ, the following procedure needs to be applied:

Initial computations:

� Calculate the influence matrix for the selected responses D f
i j .� Calculate the voltage influence matrix Du

i j .
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For the given vector μ :

1. Calculate the modeled voltage responses ui .
2. Solve the system of equations (111) to find the gradient of distortions.
3. Calculate the gradient of responses from Equation (110).

A similar procedure for obtaining the gradient of circuit responses can be applied in the case
of transient analysis. An arbitrary modeled response can be described by the relation

fi (t) = f L
i (t) +

t∑
τ=0

D f
i j (t − τ ) ε0

j (τ ) (112)

Using the chain rule and knowing that the partial derivative of the response with respect to
the selected distortion is equal to an appropriate component of the impulse influence matrix,
the gradient of the circuit response with respect to the selected modification parameter can be
described as follows:

∂ fi (t)

∂μk
=

t∑
τ=0

D f
i j (t − τ )

∂ε0
j (τ )

∂μk
(113)

As a result of differentiation of Equation (107), for every time instant, the following system of
equations is obtained:

A0
i j

∂ε0
j (t)

∂μk
= Bik(t) (114)

where

A0
i j = δi j − (1 − μi ) Gi Du

i j (0)

Bik(0) = −δik Gi uL
i (0)

Bik(t > 0) = −δik Gi ui (t) + (1 − μi ) Gi

t−1∑
τ=0

Du
i j (t − τ )

∂ε0
j (τ )

∂μk

System (114) must be calculated sequentially for every time instant.

3.5.4 Defect Identification

In this section, the focus is on the defect identification problem, formulated as a search for
modifications of conductance in resistive elements of electrical circuits. Number, distribution
and magnitude of defects are assumed arbitrarily, in the range from short-circuits (G →∞)
to breaks (G →0). Input data include the numerical model of the circuit and a certain set of
responses (reference points), obtained from the modified configuration of the circuit. Using
the VDM methodology, the problem of defect identification can be formulated as a search for
the equivalent state of distortions, which generate the same responses in reference points as
those obtained from the modified circuit. Distortions are sought over a certain set of possible
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locations, which supposedly contains all unknown locations of defects. In the most general
case, the set of distortion locations includes all resistive elements of the circuit.

3.5.4.1 Defect Identification in the Steady State

In the steady-state cases, the problem can be solved by transforming Equation (108), in which
modeled responses are substituted by the responses from reference points:

Dfε0 = f ref − fL (115)

Obviously, to obtain a unique solution, the influence matrix Df, assembled for the selected
reference points and distortion locations, needs to be square and nonsingular. This means that
the number of independent reference responses cannot be lower than the assumed number
of distortion locations. The mutual independence of responses is determined by distortion
locations and Kirchhoff’s laws. In a circuit consisting of n elements and K nodes, there are at
most (K-1) independent current Kirchhoff’s laws and (n − K + 1) voltage Kirchhoff’s laws.
When all resistive elements are considered as possible defect locations, in order to obtain a
nonsingular influence matrix, the set of reference points must include a current reference in
every independent loop of the circuit and voltage reference in all but one node. With every
element excluded from the set of distortion locations, the number of unknowns is reduced and
one reference response becomes redundant.

An alternative approach uses iterative methods based on gradient optimization. Although
more computationally demanding, they enable constraints to be imposed. The evolution of
optimized parameters can be actively controlled, ensuring more reliable results (when reference
responses are perturbed by sloppy measurement or noise). In some cases a reduction in the
number of necessary reference responses is possible. The proposed procedure, valid for both
the DC and AC cases, is based on the steepest-descent method, with the objective function
defined as the least square problem and distortions chosen as optimization variables.

The vector of distance functions d describes differences between the modeled responses
(defined by the actual state of distortions) and responses obtained from the reference points:

d = f(ε0) − f ref (116)

Components of the gradient of distance functions with respect to distortions (complex deriva-
tives in the AC case) are equal to entries of the influence matrix:

∇d = ∂di

∂ε0
j

= D f
i j (117)

The objective function g is defined as

g = di di = (d)Hd (118)

where (·)H denotes the conjugate transpose. Function g is a real-valued function of real or
complex arguments. With respect to the objective function, the direction of steepest descent h
is defined as

h = 2 [∇d]Hd (119)
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In the DC case (real distortions), h corresponds to the gradient of objective function ∇g. In the
AC case (complex distortions), h is equal to the directional derivative and formally cannot be
associated with the gradient of g, since the objective function takes only real values and has
no derivatives with respect to complex distortions. In every iteration of the steepest-descent
method, distortions are updated according to the following formula:

ε0 (p+1) = ε0 (p) − λ(p) h (120)

where p denotes the number of iteration steps and λ(p) is a nonnegative factor that normalizes
and scales the value of distortion updating. An approximation procedure for λ(p) is

λ(p) = ‖[∇d]Hd‖2

2 ‖∇d [∇d]Hd‖2
(121)

Constraints are usually defined with respect to the modification parameter μ. Constraints
include physical conditions (μk >0) but can also be defined in relation to the specific type of
defects. In the case of breaks μk ∈ [ 0; 1] and in the case of short-circuits μk �1. To impose
constraints, a corresponding vector of modification parameters needs to be calculated after
every distortion updating.

The gradient-based optimization method also usually demands that the number of distortion
locations should not be larger than the number of independent reference responses. This ensures
that a generation of certain false configurations of distortions during the optimization process
is restrained. Generally, when the mentioned condition is not fulfilled, the vector of distortions
obtained from the optimization procedure can consist of three components:

ε0 = ε0(μ) + ε0 (i=0) + ε0 (u=0) (122)

where ε0(μ) represents the appropriate solution associated with the modeled modifications.
The remaining components are called impotent states of distortions because they generate only
a voltage (ε0 (i=0)) or a current (ε0 (u=0)) response. Impotent states occur only in the specific
configurations: ε0 (u=0) in all elements of a loop, while ε0 (i=0) in all elements connected with
a node.

3.5.4.2 Defect Identification in Dynamics

The procedure of defect identification in the transient state is also based on the steepest-
descent method, but the gradient of the objective function will be calculated with respect to
the modification parameters μ. The vector of the distance functions is defined for all discrete
time instants:

d(t) = f(μ, t) − f ref(t) (123)

The objective function g is defined as a sum of squares of all distance functions:

g =
∑

t

di (t)di (t) (124)
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The gradient of the objective function with respect to the modification parameters μk can be
obtained from the following relation:

∇g = ∂g

∂μk
= 2

∑
t

di (t)
∂ fi (t)

∂μk
(125)

The procedure for calculation of the gradient of response with respect to the modification pa-
rameters was presented in the previous section. In every iteration of the optimization procedure,
the vector of the modification parameters is updated according to the following formula:

μ(p+1) = μ(p) − λ(p) ∇g (126)

where λ(p) is a non negative factor. The full procedure of defect identification in dynamics is
presented below:

Initial computations:

� Linear responses and the impulse influence matrix for reference points are to be used for
updating the modeled responses and calculation of the gradient of the objective function.� Linear voltage responses and the voltage impulse influence matrix for all elements included
in the set of distortion locations are to be used for updating the distortions and calculation
of the gradient of the distortions.

In every iteration, for the actual vector of modifications μ(p), compute:

� the vector of the distortions using Equation (107);� the modeled response in reference points using Equation (112);� the distance functions using Equation (123);� the gradient of the distortions using Equation (114);� the gradient of the reference response using Equation (113);� the gradient of the objective function using Equation (125);� the updated value of the modification vector μ(p+1) using Equation (126).

3.5.5 Numerical Example

The considered circuit of the symmetrical hexagonal topology is shown schematically in Figure
3.54. It consists of 12 uniform resistive elements of resistances 1 k� and two ideal capacitors
of capacitances C1 = 10 μF and C2 = 100 μF. The circuit is supplied by an ideal current source
of intensity 1 mA in the DC case and amplitude 1 mA, zero phase and frequency 50 Hz in the
AC case.

3.5.5.1 Modeling Conductance Modifications by Distortions

Changes of conductance in resistors R2 and R6 are now introduced, described by the modifi-
cation parameters μ2 =0.1 and μ6 =0.2. To find the equivalent state of distortions, the linear
voltage responses and voltage influence matrices need to be calculated first, using the circuit
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Figure 3.54 Numerical example of an electrical circuit

equations (98) or (99). In the DC case, the following results are obtained:

[
uL

2

uL
6

]
=

[−0.1
0.4

]
; Du =

[
450 75

75 450

]

In the AC case,

[
uL

2

uL
6

]
=

[−0.12019 + 0.06525i
−0.17981 − 0.06525i

]

Du =
[

293.3097 − 64.7071i 231.6903 + 64.7071i
231.6903 + 64.7071i 293.3097 − 64.7071i

]

The columns of influence matrices are calculated as voltage responses to unit distortions, im-
posed consecutively in elements R2 and R6. The values of distortions, modeling the introduced
modifications, are calculated from Equation (105):

DC :

[
ε0

2

ε0
6

]
=

[
0.0956 × 10−3

0.4910 × 10−3

]
AC :

[
ε0

2

ε0
6

]
=

[
(0.2226 + 0.0656i) × 10−3

(0.2338 − 0.0531i) × 10−3

]

An arbitrary response of the modified circuit can now be quickly calculated as a superposition
of the linear and residual responses.
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Figure 3.55 Responses of the analysed circuit

3.5.5.2 Defect Identification

Assume that the set of possible distortion locations (i.e. the potentially defective elements)
includes elements R1 to R6. The previously introduced two modifications (see Section 3.5.5.1)
– strictly speaking their location and magnitude – are now considered unknown. The voltages
on both capacitors are chosen as the reference responses. Figure 3.55 presents the reference
responses in the initial and modified circuits for the dynamic excitation in the form of a half
sine wave. The time of analysis is 100 ms, divided into 100 time steps. The distance functions
are defined for all discrete-time instants. Figure 3.56 presents the evolution of the modification
parameters during the optimization process.

3.5.6 Conclusions

It has been demonstrated that the concept of virtual distortions, due to the system of analo-
gies, can be easily adapted and implemented in the steady-state and dynamic analyses of
simple electrical circuits. The distortions, introduced to model modifications of conductance,
can be interpreted and handled as additional ideal current sources, incorporated into the ele-
ments where modifications occur. Such an approach enables global responses of a circuit to
be calculated as a superposition of actual responses generated by the real sources and virtual
responses generated by the distortions, using the pre-computed influence matrices. Another im-
portant advantage is the analytical calculation of gradients of circuit responses. Thus, the VDM
provides effective algorithms for the circuit reanalysis, sensitivity analysis and identification
of conductance modifications.



OTE/SPH OTE/SPH
JWBK160-03 JWBK160-Holnicki March 12, 2008 20:47 Char Count= 0

100 Smart Technologies for Safety Engineering

0 5 10 15 20 25 30 35 40 45 50

0.0

0.2

0.4

0.6

0.8

1.0

1.2

iteration

m
o

d
if
ic

a
ti
o

n
 o

f 
c
o

n
d

u
c
ta

n
c
e

element nr.1

element nr.2

element nr.3

element nr.4

element nr.5

element nr.6

Figure 3.56 Evolution of the modification parameters

In this section, only simple models of RLC elements and independent sources have been
taken into account for simplicity of presentation. However, the scope of application can be
extended to include other types of models and components. On the one hand, formulation of
the circuit equations by the MNA allows for aggregation of other linear, electrical components
like dependent sources, ideal transformers, transmission lines or ideal operational amplifiers.
On the other hand, the VDM formulation of plasticity allows for implementation of nonlinear
characteristics, approximated by piecewise linear sections. Using an analogous approach (in-
troducing plastic-like distortions in electrical circuits), implementation of simple models of
switches or diodes can be accomplished.
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4
Dynamic Load Monitoring

L� ukasz Jankowski, Krzysztof Sekul�a, Bartl�omiej D. Bl�achowski,
Marcin Wikl�o, and Jan Holnicki-Szulc

Load identification constitutes an important type of engineering problem. Together with the
problems considered in Chapter 3, it belongs to the category of inverse problems, since its
objective is to determine the reason (load) on the basis of the result (measured response). Iden-
tification of a static or a quasi-static load is usually easy to perform. However, the difficulties
increase drastically in the case of a dynamic excitation.

This chapter discusses three general approaches to the problem of determination of a dynamic
load acting on a structure on the basis of a locally measured response. The approaches differ in
strictness of the time restrictions and are respectively aimed at real-time, on-line and off-line
load identification. A potential application area for real-time techniques are adaptive impact
absorption (AIA) systems, to be considered in the next chapter. Basic impact parameters
(e.g. mass and velocity of the impacting object) identified in real-time, i.e. during the load,
within its first milliseconds, can be used to trigger an AIA system for optimum mitigation of
impact effects on the structure. However, due to rigorous time requirements, such real-time
systems can be used only for well-localized loads. On the contrary, off-line techniques are
based on post-accident analysis of a stored local structural response, and are intended for
black-box type monitoring systems for efficient reconstruction of the scenario of a sudden
load (impact, collision, etc.). Systems intended for on-line load identification are aimed at
bridging the gap between real-time and off-line systems: they can be used for continuous
identification and monitoring of distributed, nonlocalized loads, performed on-line, but not in
real-time.

4.1 Real-Time Dynamic Load Identification

In dynamic load identification many difficulties tend to appear, especially when impact loads
are considered. This is caused by the short duration of the phenomenon and by relatively
high load values. This section focuses on the real-time impact load identification using locally
installed sensors and a falling mass as the impact excitation. The main motivation is the potential
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possibility of applications to adaptive impact absorption (AIA) systems. The basic prerequisite
for their operation is the real-time identification of the actual impact scenario, quick enough to
control the energy dissipation process [1]. Contrary to the off-line identification, which usually
makes use of a numerical model of the structure and requires a long computational time, the
real-time impact load identification has to be performed in a few milliseconds. This is the
reason why it should be based on a locally operating simple hardware device rather than on
sophisticated software and a distributed sensor system. Nevertheless, taking into account the
always quicker computer analysis, some methods originally used to be applicable off-line will
be applicable in real-time in the near future.

Most of the research done so far does not discuss the operation time of the considered
methods. Therefore, the identification techniques presented in this section are very strongly
focused on minimizing the time required to apply them and to obtain the results. It is crucial to
fulfill the real-time condition as the objective of the analysed methods, in order to make them
applicable to AIA systems and quick enough to predict the parameters of the impact ahead
of its destructive effects. A short response time is also crucial in many other safety systems:
e.g. if an airbag device is considered, the impact parameters must be obtained immediately
for activation. Real-time dynamic load identification techniques can also be used in dynamic
scales (weigh-in motion systems), which should recognize the weights of passing vehicles
without delay.

In the following, three general techniques for load identification are discussed [2]. The first
is a pattern recognition concept and can be called the solution map approach. Conversely, the
two next methods are based on well-known mechanical principles and can be called analytical
model-based approaches. All have been developed and verified by means of a laboratory
drop testing stand. The analysis considers the accuracy of the algorithms, complexity of the
instrumentation and the operation time of each approach, which has been counted from the
very beginning of the impact up to the moment when identification of the unknown impact
parameters was feasible.

4.1.1 Impact Load Characteristics

Determination of the impact load requires identification of the mass and the parameters of
motion of the object, which impacts the structure. Figure 4.1 shows schematically how the
impacting mass and velocity affect the impacted structure. The curves mark different impact
scenarios with the same impact kinetic energy. Two characteristic areas can be determined in
the mass–velocity domain:

� Fast dynamics (area 1) corresponds to small mass impacting with high velocity and results
in local structural deformations and damages in the vicinity of the impact point.� Slow dynamics (area 2) corresponds to heavy mass impacting with low velocity, which
causes quasi-static structural deformation. In the case of the cantilever shown in Figure 4.1,
the overloaded parts are in the vicinity of the supports.

It is assumed further on that impact load identification means identification of two param-
eters: (a) mass of the falling object and (b) impact velocity (or kinetic energy). Real-time
determination of these two parameters allows further development of the impact scenario to
be predicted and optimum structural adaptation to be triggered.



PIC/SPH OTE/SPH
JWBK160-04 JWBK160-Holnicki March 12, 2008 20:48 Char Count= 0

Dynamic Load Monitoring 107

Figure 4.1 Influence of falling mass and impact velocity on structural response

4.1.2 Solution Map Approach

The objective of identification is to determine the impact parameters (impacting mass and its
initial velocity) that cause the measured local structural response. Therefore, it can be based
on a pre-fetched map

Y1 = Y1(x1, x2, . . . , xn)
Y2 = Y2(x1, x2, . . . , xn)
. . .

Ym = Ym(x1, x2, . . . , xn)

(1)

of structural responses Y1, Y2, . . . , Ym (amplitude of excitation, period, etc.) to various impact
scenarios defined by the parameters x1, x2, . . . , xn (mass, velocity, acceleration, amplitude,
etc.). The number n of parameters to be identified is limited by the number m of responses:
n ≤ m. The map can be generated via a calibrated numerical model of the structure or by
performing experimental tests. In general, one of the main concerns is that the inverse problem
can have no uniquely defined solution [3].

The proposed approach leads to an optimization problem, since the best solution for the
considered measurement can be determined from the existing solution map. It can be obtained
by minimization of the discrepancy between the actually measured and the stored responses Yi .
With the normalized least squares discrepancy measure, the objective function to be minimized
takes the form

L(x1, x2, . . . , xn) =
m∑

i=1

[
Y M

i − Yi (x1, x2, . . . , xn)

Y M
i

]2

where Y M
i denotes the values actually measured.

4.1.3 Approach Based on Force and Acceleration

Consider the structure impacted by a falling mass (Figure 4.2). The equation of motion for the
falling mass during the impact is

F(t) = mg − mü
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Figure 4.2 Force-acceleration approach: (left) schema of structure and falling mass; (right) signals
measured during contact of falling mass with structure

Hence the mass can be determined as

m = F(t)

g − ü
(2)

Therefore, the mass identification is possible if measurements from two sensors (acceleration
and force) are available. The other parameter required for the full impact identification is the
velocity, which can be measured directly by an additional velocity detector. Nevertheless, it is
always reasonable to build the sensor system as simple as possible and to use the minimum
number of detectors. In the considered case the velocity can be determined indirectly on the
basis of the measured acceleration as

u̇(t) =
∫ t

t0

ü(τ ) dτ

Simplicity of the procedures is the main advantage of this approach. On the other hand,
the disadvantage of the method may be the necessity of locating the accelerometer on the
impacting body, which limits the range of possible applications.

4.1.4 Approaches Based on Conservation of Momentum

Impact identification can also be based on the principle of conservation of momentum and
the restitution coefficient, provided the involved structures and objects can be treated as rigid
bodies.

Consider a system with two degrees of freedom (see Figure 4.3). Assume at the very be-
ginning of the impact the masses mA, mB and the velocities VA1, VB1, and after the impact
the velocities VA2, VB2. Assume the conditions VA1 > VB1 and VA2 < VB2 to be satisfied. The
equation of momentum can be written in the form:

mAVA2 + mBVB2 = mAVA1 + mBVB1. (3)
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Figure 4.3 Different phases of impact: (left) compression phase; (middle) middle phase; (right)
rebound phase

In the classical impact theory, one of the basic parameters proposed originally by Newton is
the restitution coefficient, which is formulated by the proportion of the relative velocities of
colliding rigid bodies:

k = VB2 − VA2

VA1 − VB1
(4)

where in the case of in-line collisions the actual values of velocities are used, and if the impact
is oblique, the velocity vectors perpendicular to the plane of impact should be used instead.
The coefficient of restitution k was originally considered to be a material constant independent
of the impact characteristics. Later it was proved that this presumption was incorrect [4]. The
main quantity affecting the value of the restitution coefficient is the relative velocity of the
bodies in the instance of the impact. Therefore, the coefficient of restitution is assumed here to
be velocity-dependent. If the initial velocity VB1 of the impacted body is assumed to be zero,
then Equations (3) and (4) take simpler forms:

mAVA2 + mBVB2 = mAVA1

k(VA1) = VB2 − VA2

VA1
(5)

which yield the following formula for the mass of the impacting body:

mA = mBVB2

VA1 − VB2 + VA1 k(VA1)
(6)

To apply Equation (6), it is necessary to know the value of the mass of the impacted body mB,
which is usually acceptable, because the properties of the AIA system are known in advance.
A more difficult problem is the uncertainty of the restitution coefficient, which in most cases
should be obtained experimentally. The velocities VA1 and VB2 have to be directly measured
or identified by a modified solution map approach.

The momentum approach can also be formulated in another way, on the basis of the impulse
parameter P . Let t1 and t2 denote the pre-impact and post-impact time instants. If the impacting



PIC/SPH OTE/SPH
JWBK160-04 JWBK160-Holnicki March 12, 2008 20:48 Char Count= 0

110 Smart Technologies for Safety Engineering

body maintains a constant mass mA, then

P =
∫ t2

t1

F(t) dt = mA(VA2 − VA1)

and hence the impacting mass mA can be determined as

mA = P

VA2 − VA1
(7)

The denominator can be determined with an accelerometer:

�v = VA2 − VA1 =
∫ t2

t1

ü(t) dt (8)

Integration of signals from an accelerometer and a force sensor, by Equations (7) and (8),
allows the impacting mass mA to be determined. A modified version of the solution map
approach can be used to obtain the impact initial velocity, as described in the experimental
part below.

4.1.5 Experimental Test Stand

The assembled experimental drop test stand is shown in Figure 4.4. A gas spring was used
as the impact absorption system. The main parts of the set-up are the pneumatic cylinder (1)
mounted in the vertical position (diameter 63 mm, maximum stroke 250 mm, atmospheric
pressure at full elongation), the frame (2) and the carriage (3). The lift mechanism includes
an electromagnet (4) used for releasing the impacting mass (5), which is guided by the rail

Figure 4.4 Experimental test stand
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system (6) embedded in the frame. The mass is impacting on to the pneumatic cylinder via
a rubber bumper (7).

The data acquisition system included all necessary conditioning systems and amplifiers, and
served to acquire real-time measurements of all significant signals:

� force signal from the piezoelectric sensor (8) fixed to the piston rod of the pneumatic cylinder,
in order to measure the actual impact history;� signal from the optical switch (9), which acts as a trigger and allows the vertical velocity of
the impacting mass to be determined just before the impact;� deceleration of the falling mass (10a);� acceleration (10b) of the piston rod of the pneumatic cylinder;� pressure in the cylinder, measured with a fast pressure sensor (11);� displacement of the piston by a linear variable differential transducer (LVDT) sensor (12).

The drop test stand enables a wide variety of impact scenarios to be simulated, defined by the
mass and the velocity of the impacting body in the instant of impact. The used mass range was
7.2–50 kg, while the impact velocity was dependent on the drop height, which was confined
to the range 0–0.5 m. Three different examples of direct measurements of impact forces are
presented in Figure 4.5. The kinetic impact energy in all three scenarios was approximately
30 N m.

In all observed impact phenomena it is possible to distinguish between two phases of the
process, as shown in Figure 4.5. The first phase (phase A) is characterized by rebounds be-
tween the falling mass and the piston. The number of rebounds, the characteristic successive
reduction of the amplitudes and the time intervals are similar for the whole range of initial
conditions (mass and velocity) used in the experiment. The total duration of the first impact

Figure 4.5 Impact force measurements, examples: (left) drop height 40 cm, mass 7.2 kg; (middle) drop
height 25 cm, mass 12.2 kg; (right) drop height 15 cm, mass 22.2 kg. A, first impact phase; B, second
impact phase
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Figure 4.6 High-speed snapshots of the impact process (drop height 20 cm, mass 27.2 kg) at 0 ms,
10 ms, 20 ms, 30 ms and 40 ms

phase was approximately 50 ms, while the duration of an average rebound (contact peak) was
approximately 5 ms. The tests were filmed with a high-speed camera. Figure 4.6 shows a se-
quence of frames with 10 ms interval, starting from the beginning of the impact, taken for the
mass 27.2 kg falling from 20 cm. The rebound between the falling mass and the piston rod can
be clearly seen. A qualitative analysis leads to the conclusion that the impact force measured
in the first impact phase shows rather low sensitivity to the size of the falling mass and much
stronger sensitivity to its velocity. This relationship is presented in Figure 4.7.

In the second impact phase (phase B), a simultaneous joint movement of the falling mass and
the piston can be observed. In this phase the measured force showed much stronger sensitivity to
the value of the falling mass. The maximum peak force occurred at the maximum compression
of the gas spring and was clearly distinguishable for higher mass values. The duration time of
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Figure 4.7 Influence of mass and velocity on the first force peak in the first phase of impact
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the second impact phase was 120–150 ms, while the duration of the whole phenomenon for
the analysed structure was 170–200 ms.

4.1.6 Experimental Verification

The impact identification approaches proposed in the previous subsections were verified ex-
perimentally with the described laboratory test stand. Each of the approaches was tested with
a wide variety of 56 different impact scenarios admissible by the stand:

� seven masses spaced in the range 7.2–37.2 kg;� eight drop heights equally spaced in the range 0.05–0.40 m, which corresponds to the impact
velocities in the range of approximately 1–2.8 m/s.

4.1.6.1 Solution Map Approach

The objective was the maximum simplicity of the data acquisition set-up, i.e. to apply an
algorithm able to operate on the basis of measurements from one sensor only. Moreover,
an important issue was to use a sensor that was not directly fixed to the falling mass.
It was decided to use the force sensor. Two impact parameters (mass m and velocity v

of the falling body) had to be identified using the single force sensor. Therefore, in or-
der to construct the solution map, at least two characteristic quantities had to be extracted
from only one measured force history. Figure 4.8 shows an example of force measurement

Figure 4.8 Measured impact force evolution and parameters used to construct the solution map
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Figure 4.9 Sensitivities of parameters used in the solution map approach to impact mass m and veloc-
ity v: (left) Tu ; (right) Au

during an impact, together with the two chosen parameters (Tu , Au) used to construct the
solution map:

� Tu , the time interval between the maximum force value in the first impact phase and the
maximum force value measured in the second impact phase;� Au , the maximum force value in the second impact phase.

The choice of the parameters was motivated by practical aspects. First of all, chosen values
must be characteristic in the impact process. This means that the parameters should be un-
ambiguously determined in real-time during the impact phenomena. Moreover, in order to
ensure the uniqueness of the identification, it was important that the chosen parameters re-
vealed a strong sensitivity to the impact parameters m and v. Figure 4.9 depicts the values of
the chosen parameters Au and Tu in the impact mass–velocity domain.

Given the solution map, impact identification amounts to minimizing the error function
defined as

f (m, v) =
[

AM
u − Au(m, v)

AM
u

]2

+
[

T M
u − Tu(m, v)

T M
u

]2

where m and v are the impact parameters to be identified, Au(m, v) and Tu(m, v) are obtained
from the solution map for the specific values of m and v, while AM

u and T M
u denote the actually

measured values. The identification problem can be presented graphically. Constant values
of Au and Tu can be represented in Figure 4.9 by contour lines in the mass–velocity space.
The solution map approach leads to the two contour lines, which correspond to the actually
measured values T M

u and AM
u . Their intersection point defines the identified impact parameters,

which are shown schematically in Figure 4.10.
A practical verification of this approach was performed in two steps: (1) building the solution

map and (2) testing the impact identification process within the solution map range of the impact
parameters m and v. The test results are presented in Figure 4.11, which compares the exact
and the identified values of impact parameters. Additionally, the accuracy of identification was
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Figure 4.10 Graphical interpretation of the solution map approach

assessed using the following measure based on standard deviation from the exact value x̄ :

σ =
√√√√ 1

n − 1

n∑
i=1

(xi − x̄)2 (9)

which was computed separately for each group of impact scenarios defined by a constant value
of the impact velocity (to assess the accuracy of mass identification) or mass (for the accuracy
of velocity identification). The results are presented in Figure 4.12.

An important advantage of the solution map approach is the possibility of application in
a relatively wide range of technical systems. An important factor is the simplicity, which is
evident if the data acquisition set-up is considered: only one sensor was necessary. Moreover,
a relatively precise determination of impact parameters is possible. In the experiment, the
average accuracy of the determined parameters was ±5 %.

Nevertheless, the approach has also disadvantages. The method includes a lengthy process
of performing tests to determine the solution map. Moreover, the impact parameters have been
identified after a relatively long time. In the presented system, the mass and velocity of the
falling body could be obtained only in the second phase (B) of the impact, not earlier than
100–110 ms and after the maximum peak of the measured force.

Figure 4.11 Impact identification (solution map approach): (left) mass; (right) velocity
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Figure 4.12 Impact identification. Standard deviation of identified values compared to exact values
(solution map approach): (left) mass; (right) velocity

4.1.6.2 Approach Based on Force and Acceleration

The objective was to minimize the impact identification time towards the real-time. Equation (2)
is used, and it is assumed that measurements from two sensors (force and acceleration) are
available.

Mass identification was tested in two cases: with the accelerometer attached (1) to the falling
body and (2) to the piston rod. Examples of accelerations measured in these two locations are
shown in Figure 4.13, along with the measured force. The figure shows the very first impulse
due to the first contact between the falling mass and the piston rod (the beginning of phase A
of the impact).

The procedure was tested for the whole variety of impacting masses used in the experiments.
Chosen results of identification in the first phase of impact are presented in Figure 4.14. The
identified mass m shows a very volatile behaviour. This is mainly due to the intrinsic feature of
accelerometers, which are very sensitive to external factors like, for example, vibration of the
testing stand caused by the impact. The graph shows temporary values of the identified mass,
the mean value in the considered time interval and the accurate value of the falling mass. If
accelerations of the piston rod are measured (Figure 4.14, left), the identified mass value is
almost independent of the actual falling mass and its velocity. This behaviour turned out to
be typical for the first impact phase, which is characterized by no joint movement and several
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Figure 4.13 Examples of measured signals in the first impulse (phase A of impact): (left) falling mass
acceleration; (middle) piston rod acceleration; (right) force

Figure 4.14 Mass identification in the first phase of the impact (force and acceleration approach).
Acceleration measured on: (left) piston rod of the gas spring; (right) falling mass
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Figure 4.15 Examples of measured signals in the second impact phase: (left) falling mass acceleration;
(middle) piston rod acceleration; (right) force

rebounds between the piston rod and the falling mass. In fact, when the accelerations are
measured on the piston rod, only the mass of the piston rod can be estimated in the first impact
phase. More practical results were obtained when the deceleration of the falling body was
measured (see Figure 4.14, right). A reliable mass value (±10 % accuracy) could be computed
already after 5 ms from the very beginning of the impact.

The mass identification based on Equation (2) has also been tested with the signals measured
in the second phase (B) of the impact. Examples of measurements are shown in Figure 4.15;
notice the different time scale. A common joint movement of the piston rod and the falling mass
occurs, which is confirmed by similarity of the accelerations measured on the piston rod and
on the falling mass. The results of the mass identification are presented in Figure 4.16. In the
second impact phase the mass identification is feasible and the location of the accelerometer
does not have any crucial importance: the values obtained for both locations are relatively
similar, but slightly more stable results were obtained for the accelerometer mounted on the
falling mass. The accuracy was approximately ±5 %.

The impact velocity identification was tested, based on differentiation (integration) of the
measured displacement (acceleration) of the piston rod (see the comparison in Figure 4.17).
Both led to similar results, although the differentiated displacement was noisier and required
filtering, while the integration smoothed down the noise effect. Therefore, integration of the
acceleration is more justified for the analysed structure, especially taking into account the
simplicity of the data acquisition set-up. However, identification of the velocity of the falling
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Figure 4.16 Mass identification in the second phase of the impact (force and acceleration approach).
Acceleration measured on: (left) piston rod of the gas spring; (right) falling mass

mass (instead of the piston rod) is feasible only when joint movement of the body and the piston
occurs. In the case of the analysed structure it happened first 80 ms from the very beginning of
the impact process. Notice that the identification is not possible with the accelerometer sensor
located on the falling mass, since for integration the initial condition is required. In the case of
the piston rod it is zero, while in the case of the falling body it is exactly the impact velocity
being sought.

4.1.6.3 Approaches Based on The Conservation of Momentum

Verification of the momentum conservation approach for mass identification was performed
on the basis of Equation (6), which uses the restitution coefficient, and Equation (7), which is
based directly on the principle of conservation of momentum during the first contact impulse.

Figure 4.17 Velocity identification: integrated accelerations and differentiated displacements of piston
rod – an example
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Figure 4.18 Restitution coefficient in terms of the impact: (left) mass and velocity; (right) velocity

In the first approach the task is to identify the impact parameters by means of the coefficient
of restitution (Equation (5)), which should be determined previously using the measurements
at the beginning of the impact process (phase A, first rebound). Experimental values of the
restitution coefficient are presented in Figure 4.18. For the whole variety of the tested impacts,
the restitution coefficient stayed within the range 0.70–0.95 and showed poor sensitivity to
the value of the impacting mass. The effect of the velocity was more significant: impact
velocities higher than 1.5 m/s correspond to lower values of the restitution coefficient. Literature
data [4–6] generally confirm the negative correlation between the restitution coefficient and
impact velocities.

Equation (6) was used for mass identification. The impact velocity VA1 of the falling mass
was directly measured by means of the photo switch sensor and was used to determine the
corresponding value of the restitution coefficient k(VA1) by approximation of the previously
measured data. In order to test the utility of the pressure sensor, the post-impact velocity of
the impacted body (piston rod) VB2 was determined by differentiation of the displacement,
based on the pressure measurement. An adiabatic compression process with the ratio 1.3 was
assumed. The results of mass identification are presented in Figure 4.19. Figure 4.20 (left)
compares the exact mass values to the corresponding standard deviation (Equation (9)), while
the right-hand figure lists the percentage accuracy of identification:

p = 1

n

n∑
i=1

|xi − x̄ |
x̄

100 % (10)

Relatively low accuracy (worse than 10 % as an average) is the main disadvantage of the method.
Moreover, the approach requires preliminary determination of the restitution coefficient, which
can lead to additional uncertainty.

The disadvantages encourage the testing of another method, proposed on the basis of the
impulse definition (Equation (7)). The identification used force measurements and accelera-
tion measured on the falling mass; only the data concerning the first contact impulse were
considered. The results are presented in Figure 4.21. The standard deviation and accuracy
of identification are shown in Figure 4.22, and are significantly better than in the case of the
method based on the restitution coefficient: ±5 % accuracy as an average. A change in velocity
of the impacting mass was computed here via integration of the acceleration measured on the
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Figure 4.19 Mass identification by Equation (6) (momentum conservation and the restitution coefficient
approach)

Figure 4.20 Mass identification by Equation (6) (momentum conservation and the restitution coeffi-
cient approach): (left) standard deviation compared to exact mass values; (right) percentage accuracy of
identification
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Figure 4.21 Mass identification by Equation (7) (momentum conservation and the impulse approach)

Figure 4.22 Mass identification by Equation (7) (momentum conservation and the impulse approach):
(left) standard deviation compared to exact mass values; (right) percentage accuracy of identification
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Figure 4.23 First impulse for impact velocity identification: (left) definition; (right) sensitivity to impact
parameters

falling mass, in accordance with Equation (8). To test the velocity identification a modified
solution map approach was used, based on the previously identified mass and the value of the
impulse due to the first contact, which reveals strong sensitivity to the impact velocity (see
Figure 4.23). The percentage accuracy of identification is shown in Figure 4.24. In all cases
it is better than ±5 % and ±3 % as an average. The main disadvantage of the method is the
necessity to have preliminary determination of the solution map for the impulse values.

Figure 4.24 Accuracy of impact velocity identification (solution map based on the first impulse and
previously identified mass)
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Table 4.1 Comparison and summary of impact load identification procedures (F denotes force; aA

accelerometer (falling body); aB accelerometer (piston rod); p pressure; b photo switch)

Solution map Force and acceleration Momentum conservation

Sensors F F , aB F , aA p, b F , aA

Solution maps 2 1 — 1 1
Operation time [ms] 100–110 80 5/80 5 5
Accuracy (mass) 5 % 5 % 10 % / 5 % 15 % 5 %
Accuracy (velocity) 5 % 10 % — Measured 3 %

In general, the identification of both impact parameters based on the characteristics of the
first impulse is possible relatively quickly, already 5 ms from the very beginning of the impact
process. Therefore, the approach can operate in real-time.

4.1.7 Comparison of Approaches

A real-time impact mass and velocity estimation is extremely difficult with only one sensor.
Much better results can be obtained with two sensors; in the tested case good results were
obtained with a combination of an accelerometer and a force sensor. However, the location of
the accelerometer is very important: fixing the accelerometer to the falling body allows precise
mass identification in a short time after the impact, while with the accelerometer placed on the
impacted body the identification is far more difficult and only feasible after a longer period.
Therefore, mass determination of the impacting body is possible in a short time and with high
accuracy only when one of the sensors is fixed to the impacting object or when the parameters
of its movement are directly measured.

For velocity identification on the basis of acceleration, the initial condition is needed. Thus
in the case of the analysed structure, the velocity identification was feasible only when a joint
movement of the piston rod and the falling mass was observed.

The tested algorithms are summarized and compared in Table 4.1.

4.2 Observer Technique for On-Line Load Monitoring

The concept of the observer was introduced by Luenberger in the beginning of 1970s [7].
Originally it was devoted to feedback control systems, since first multivariable control strategies
had assumed that the whole state vector was available for feedback [8]. However, from the
practical point of view, it was not always possible to measure all the components of the state. The
state observer, which allows the state vector to be estimated based on only a few measurements,
encountered great interest among the control engineering community [9,10]. Another important
issue connected with real-life measurements was noise corrupting the measured signal. With
the aid of the theory of stochastic processes, this problem was solved by Rudolf Kalman and
nowadays his stochastic estimator is frequently called the Kalman filter [11].

Currently, a lot of attention is paid to simultaneous reconstruction of both the state and the
inputs in linear and nonlinear systems [12–15]. In the case of a mechanical system, the state
can be represented by displacements and velocities, while the inputs can be external forces.
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4.2.1 State-Space Representation of Mechanical Systems

Consider the standard linear dynamical system in the state-space form:

{
ẋ(t) = Ax(t) + Bu(t), x(0) = x0

y(t) = Cx(t)
(11)

where x(t) ∈ Rn , u(t) ∈ Rm , y(t) ∈ Rp and A, B, C are matrices of proper dimensions. In the
above equations x(t) is called the state vector, u(t) the input vector and y(t) the output vector.
Second-order linear models obtained by the finite element method (FEM) are usually of the
form

Mq̈(t) + Dq̇(t) + Kq(t) = B0u(t)

where M, D and K are respectively the mass, damping and stiffness matrices, and can be
transformed into the state-space form by the substitution

x(t) =
[

q(t)

q̇(t)

]
, A =

[
0 I

−M−1K −M−1D

]
, B =

[
0

M−1B0

]

where I is the identity matrix. The form of matrix C depends on sensor allocation.

4.2.2 State Estimation and Observability

As mentioned earlier, at the beginning the observers were used to estimate the state vector only.
The state estimate was denoted by x̂(t). The design of the state observer consists in designing
a dynamical system, in which the state estimate x̂(t) converges asymptotically to the actual
state x(t) of the observed system. It was found by Luenberger [7] that a dynamical system that
satisfies this assumption has the following form:

˙̂x(t) = Fx̂(t) + Gu(t) + Hy(t), x̂(0) = 0

where x̂ is the state estimate of the same dimension as the state vector, u(t) is the input and
y(t) is the measurement. The matrices F, G and H have to be determined separately.

Let the vector e(t) denote the estimation error:

e(t) = x̂(t) − x(t)

The error dynamics is governed by the equation:

ė(t) = Fx̂(t) + Gu(t) + HCx(t) − Ax(t) − Bu(t)

The terms depending on u(t) can be eliminated by choosing G = B so that, by further derivation,

ė(t) = Fe(t) + (HC − A + F)x(t)
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If the matrix F is chosen such that

F = A − HC

then the error dynamics assumes the desired form of an autonomous dynamical system

ė(t) = (A − HC)e(t), e(0) = −x0

and thus

e(t) = −e(A−HC)t x0

Therefore, if the matrix H is chosen in such a way that F is a Hurwitz matrix, i.e. real parts of
its eigenvalues are negative,

�λi (A − HC) < 0

then the state estimate x̂(t) converges asymptotically to the actual state x(t). It is well known [10]
that the eigenvalues of F can be arbitrarily placed if and only if

rank O = n

where O = [
CT (CA)T (CA2)T · · · (CAn−1)T

]T
is the observability matrix and n is

the dimension of the state vector x(t). This general condition of observability has a very simple
mechanical interpretation. As an example, a simply supported beam was chosen with one linear
sensor located in the middle (see Figure 4.25). This system is not observable, because none
of its antisymmetric modes is measured by the linear sensor, no matter whether it measures
displacement, velocity or acceleration.

sensor

unobservable
modes

Figure 4.25 Observability of a simply supported beam
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4.2.3 Model-Based Input Estimation

The idea of a state observer can be extended to the case in which both the state and the input are
estimated simultaneously. While the most general case with no assumptions about the input
is considered in the next subsection, here a special, important case is examined, in which the
input is assumed to satisfy the following equation:

u(s)(t) + ls−1u(s−1)(t) + ls−2u(s−2)(t) + · · · + l1u̇(t) + l0u(t) = 0 (12)

where u(i)(t) denotes the i th derivative of u(t) with respect to time. This approach, although not
the most general, can be useful in many practical applications. One of them is wind engineering,
where – having measured the spectrum of wind fluctuations – a wind load model can be created
using the Davenport filter [16].

Equation (12) can be transformed to the state-space form by the following sequence of
substitutions:

η1 = u, η2 = u̇ = η̇1, η3 = ü = η̇2, . . . , ηs = u(s−1) = η̇s−1

so that η̇s = u(s) = − ∑s
i=1 liηi . By collecting all the states ηi into one state vector η(t) =

[η1(t) η2(t) η3(t) · · · ηs(t)]T, a set of first-order differential equations is obtained,
which can be written in matrix form as{

η̇(t) = Λη(t)

u(t) = Γη(t)

The above state-space representation of input can be combined with the state-space represen-
tation of the dynamics of the structure (Equation (11)) to obtain one augmented system of the
form [

ẋ(t)

η̇(t)

]
︸ ︷︷ ︸

ξ̇(t)

=
[

A BΓ
0 Λ

]
︸ ︷︷ ︸

Θ

[
x(t)

η(t)

]
︸ ︷︷ ︸

ξ(t)
(13)

y = [C 0]︸ ︷︷ ︸
Ψ

[
x(t)

η(t)

]
︸ ︷︷ ︸

ξ(t)

The last step in input identification is to design the observer for the augmented system

˙̂ξ(t) = Fξ̂(t) + Hy(t), ξ̂(0) = 0

where F = Θ − HΨ. Again, to obtain asymptotic convergence, the system has to be observ-
able, and H should be chosen in such a way that F is a Hurwitz matrix.

4.2.4 Unknown Input Observer

The input observer introduced in the last section estimates the load acting on a structure under
the assumption that the loading obeys an a priori known model. However, a broad class of
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problems exists in which such a model is not known or does not exist. In this case, in order to
estimate on-line the load acting on a mechanical system, the unknown input technique of Hou
and Müller [17] can be used. In their approach, the only required information is the model
of the system (mass and stiffness matrices) and measurements of a part of the state vector
(displacements or velocities).

Consider a dynamical system described by Equation (11). Additionally assume that m < p,
which means that the number of sensors exceeds the number of forces to be identified.

The first step of the present method is to decompose the system of Equation (11) into two
subsystems, so that the unknown input u(t) acts on one of them only. By the singular value
decomposition (SVD), the matrix B can be restated in the following form:

B = UΣVT (14)

where U ∈ Rn×n and V ∈ Rm×m are unitary matrices, which satisfy the following condition:

UUT = I, VVT = I (15)

Matrix Σ is a rectangular matrix (n × m) of the form

Σ =
[
Σ0

0

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ1 0 · · · 0
0 σ2 · · · 0
...

...
. . .

...
0 0 · · · σm

0 0 · · · 0
...

...
. . .

...
0 0 · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where matrix Σ0 has singular values of B on the main diagonal. By substituting Equation (14)
into (11),

ẋ(t) = Ax(t) + UΣVT u(t)

Next, multiplying on the left by UT and using the orthogonality (Equation (15)),

UTẋ(t) = UTAx(t) + ΣVTu(t) (16)

Linear transformations of the variables,

x := Ux̄, u := Vū (17)

yields the two following coupled subsystems:

{ ˙̄x1(t) = Ā11x̄1(t) + Ā12x̄2(t) + Σ0ū(t)
˙̄x2(t) = Ā21x̄1(t) + Ā22x̄2(t)

(18)
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where

Ā =
[

Ā11 Ā12

Ā21 Ā22

]
= UTAU

The new state vector x̄(t) substituted into the measurement equation yields

y(t) = CUx̄(t) = C̄x̄(t) = C̄1x̄1(t) + C̄2x̄2(t) (19)

Similar to matrix B, matrix C̄1 can also be decomposed:

C̄1 = UcΣcVT
c (20)

where Uc ∈ Rp×p and Vc ∈ Rm×m . The matrix Σc ∈ Rp×m can be presented as

Σc =
[
Σc0

0

]
Equation (19) can be restated by Equation (20) as

y(t) = UcΣcVT
c x̄1(t) + C̄2x̄2(t). (21)

The measurement variable y can be linearly transformed into ȳ and decomposed into two parts,
ȳ1 and ȳ2, of lengths respectively m and p − m:

y := Ucȳ = [Uc1 Uc2]

[
ȳ1

ȳ2

]
After substituting the transformation into Equation (21), it is easily seen that ȳ2 does not depend
on the state x̄1: {

ȳ1(t) = C̃11x̄1(t) + C̃12x̄2(t)

ȳ2(t) = C̃22x̄2(t)
(22)

where C̃11 = Σc0VT
c , C̃12 = UT

c1C̄2 and C̃22 = UT
c2C̄2.

The state x̄1 can be determined from Equations (22) to be

x̄1 = C̃−1
11 (ȳ1 − C̃12x̄2) (23)

which, substituted into the second equation of (18) and combined with the second equation of
(22), forms the following dynamical system:{

˙̄x2(t) = Ā21C̃−1
11 ȳ1(t) + [

Ā22 − Ā21C̃−1
11 C̃12

]
x̄2(t)

ȳ2(t) = C̃22x̄2(t)
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Figure 4.26 Elastic structure used in the numerical examples

which does not depend on u(t); hence the classical state observer can be constructed to estimate
the state x̄2:

˙̄̂x2(t) = Fˆ̄x2(t) + Gȳ1(t) + Hȳ2(t)

Finally, the unknown input is determined from the first equation of (18) and the transformations
of Equation (17) as

û(t) = VΣ−1
0

[
˙̄̂x1(t) − Ā11 ˆ̄x1(t) − Ā12 ˆ̄x2(t)

]
(24)

A drawback of the method is the necessity to compute the derivative of the measurements ˙̄y1(t),
which is required by Equations (24) and 23 to determine the input estimate. However, using
a small enough sampling time, satisfactory results can be obtained. A solution of the problem
of unknown input estimates, which avoids the differentiation, can be found in Reference [14].

4.2.5 Numerical Examples

To illustrate the applicability of both methods, i.e. the model-based and the unknown input
observers, two numerical examples are presented. The objective is to find the load acting
on the beam structure shown in Figure 4.26. The beam is divided into five finite elements
and is simply supported at its ends. To reduce the number of state variables, rotational and
horizontal degrees of freedom were removed. In both examples input forces act on the first and
third degrees of freedom. The data used in examples are: length L = 1 m, cross-sectional area
A = 0.0001 m2, moment of inertia I = A2/12, Young’s modulus E = 206 GPa and material
density ρ = 7850 kg/m3. Forces acting on the beam were assumed to be

u1(t) =

⎧⎪⎨⎪⎩
1, 0 < t < 1/3 s,

−0.5, 1/3 ≤ t < 2/3 s,

2, 2/3 ≤ t ≤ 1 s,
u2(t) =

{
sin(25 t), 0 < t < 1/2 s

3 sin(25 t), 1/2 ≤ t ≤ 1 s

4.2.5.1 Model-Based Input Estimation

In the first example the model-based input observer was used. It can be easily verified that
forces acting on the beam satisfy the following equations:

u̇1(t) = 0 and ü2(t) + 252u2(t) = 0
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Figure 4.27 Force estimation example: model-based estimation

Matrix C was chosen to satisfy the observability condition of the augmented system of Equa-
tion (13):

C =

⎡⎢⎣1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

⎤⎥⎦ (25)

Eigenvalues of the observer were chosen to be

λ(Θ − HΨ) = [−235.6, −111.0, −110.1, −108.8, −107.4, −101.0,

−106.2, −102.0, −105.0, −103.9, −103.0]T

Results obtained for the model-based observer are shown in Figure 4.27.

4.2.5.2 Unknown Input Estimation

In the second example the unknown input observer was used and

C =

⎡⎢⎣1 −1 0 0 0 1 0 0

0 1 −1 0 0 0 1 0

0 0 1 −1 0 0 0 1

⎤⎥⎦
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Figure 4.28 Force estimation example: unknown input estimation

Eigenvalues of the observer are evenly distributed between −250 and −1500 with step 250. In
Figure 4.28 the estimates of unknown forces are presented, computed with the sampling time
of 0.03 ms. The undesired oscillations in the final stage of the identification process for u1

are caused by the numerical differentiation of measurement. By choosing a smaller sampling
time, this phenomenon can be significantly attenuated.

4.3 Off-Line Identification of Dynamic Loads

In contrast to the preceding sections, this section considers a methodology for off-line recon-
struction of spatial and temporal characteristics of dynamic loads. The motivation is the need
for a general analysis technique for efficient reconstruction of the scenario of a sudden load
(e.g. impact, collision, etc.), which could be used in black-box type systems. The methodology
is based on off-line analysis of the local structural response (strain, acceleration, etc.) and
requires a dedicated sensor system to be distributed in the structure in order to measure and
store the response. In the elastoplastic case the virtual distortion method (VDM) [18] is used,
which is restricted to the small deformation case. The section expands and builds upon the
approach briefly outlined in Reference [19].

There is an ongoing research effort in the field (see References [20] to [22] for relatively
recent reviews). However, the structure is assumed to be linear and the generality of the
considered load is usually strictly limited to a single pointwise load, with the location known
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in advance [23] or determined in an additional non-linear optimization [24]. Moreover, the
identification is usually additionally simplified by assuming stationarity of the load. Authors
[20, 25] do consider a moving force, but it is assumed to have a constant velocity. A number
of papers deal with single pointwise impact loads only and disregard all load characteristics
(magnitude, evolution, duration, etc.) besides the location [26, 27]. Papers that do consider
multiple independent loads, as Reference [28], still assume a superfluous number of sensors.

Compared to other researches, the approach discussed here is aimed at the fully general
case and provides more insight into the identification process by distinguishing between the
reconstructible and unreconstructible load components. In the so-called underestimated case,
the approach allows the use of a limited number of sensors to identify general dynamic loads
of unknown locations, including simultaneous multiple impacts, freely moving and diffuse
loads. However, this is at the cost of the uniqueness of identification, which can be attained
only with additional heuristic assumptions. In this way an equivalent load is identified, which
is observationally indistinguishable from the real load and optimum in a given sense. The
identification is formulated analytically as a complex optimization problem: find the equivalent
impact scenario that:

(1) minimizes the potentially pre-conditioned mean-square distance between simulated and
measured dynamic responses in sensor locations;

(2) is optimum according to given heuristic conditions.

Since the reconstruction quality is directly related to the number and location of sensors, two
complementary criteria of correct sensor location are proposed, combined in a compound
criterion and illustrated in a numerical example. Measurement noise, inevitable in real-world
structures, is fully accounted for. In the case of elastoplastic structures gradients of structural
response are derived, which allow any general gradient-based optimization approach to be
applied to identify the load.

4.3.1 Response to Dynamic Loading

A prerequisite for the load reconstruction methodology discussed here is the transfer function
of the system being considered, i.e. the structural response to local impulse excitations and
plastic distortions. It can be either generated from a numerical model or – at least partially –
measured experimentally, the latter being potentially more practical in the case of real-world
complex structures.

4.3.1.1 Linear Systems

Let the system being considered be linear and spatially discretized. Provided the system trans-
fer function is known and no excitation prior to time −�T has appeared (i.e. zero initial
conditions), the response of the system in a given sensor location can be expressed by means
of a convolution integral as follows:

εi (t) =
∫ t

−�T
D̃f

i (t − τ )Tf(τ ) dτ (26)

where εi is the response of the system in the i th sensor location, vector f denotes the loading
evolution in all potentially load-exposed degrees of freedom (DOFs), while D̃f

i is the vector
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of the system transfer functions D̃f
i N relating the response in the i th sensor location to local

impulse loading in the N th potentially load-exposed DOF.
In Equation (26) �T is the maximum system response time (i.e. the maximum propagation

time of an elastic wave between a loading-exposed DOF and a sensor). Due to the intended
limited number of sensors, the considered system is rarely collocated; thus �T > 0. The
measurements and the reconstruction process may be triggered by a strong excitation (e.g. an
impact), which is picked up delayed at most �T ; hence the time shift is necessary.

In real-world applications continuous responses are rarely known and so Equation (26)
should be discretized with respect to time. With the simplest quadrature rule it takes the
following form:

εi (t) =
t∑

τ=−�T

Df
i (t − τ )Tf(τ ) (27)

where Df
i is the discretized and accordingly rescaled system transfer function Df

i = �tD̃f
i .

Equation (27), rewritten for each sensor location i and each measurement time instance t , can
be stated in the form of a general linear equation:

ε = Dff (28)

where ε is the vector of system responses in all sensor locations i and measurement time
instances t = 0, . . . , T , loading vector f represents the loading forces in all loading-exposed
DOFs and in all loading time instances τ = −�T, . . . T , while Df is the system transfer matrix
compound of discretized Df

i .

4.3.1.2 Elastoplastic Systems

The description of system dynamics stated above can be extended to include the elastoplastic
system behavior by combining the computationally effective virtual distortion method (VDM)
[18] with the return-mapping algorithm of Simo and Hughes [29]. The small deformation
restriction still applies and the extension is obviously at the cost of the linearity. For notational
simplicity the concept is presented here for trusses only and εi (t) denotes in this subsection
the strain in the i th truss element. Nevertheless, with inessential modifications (which result,
however, in much notational overhead), the concept is readily applicable to other types of
structures and linear sensors.

Equation (26) in the elastoplastic case has to take into account the effect of the plastic
distortions of the truss elements,

εi (t) =
t∑

τ=−�T

Df
i (t − τ )Tf(τ ) +

t∑
τ=−�T

Dε
i (t − τ )Tβ0(τ ) (29)

where vector β0 contains the discretized plastic distortions of all truss elements and Dε
i is

the vector of the discrete system transfer functions Dε
i j , which relate the response in the i th

sensor location (i.e. the strain in the i th element according to the convention of this subsection)
to the unit plastic distortion of the j th truss element. Equation (29), being very similar to
Equation (26), seems to be linear, but it obviously cannot be the case here. One of the reasons
is that the plastic distortions β0 are nonlinearly dependent on the loading f.
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Only isotropic hardening plasticity is considered in the following as a relatively basic ex-
ample requiring only one internal hardening variable 	i (t), which denotes the total plastic
strain:

	i (t + �t) = 	i (t) + |�β0
i (t + �t)|

�β0
i (t + �t) = β0

i (t + �t) − β0
i (t)

(30)

The yield criterion can be expressed in the case of isotropic hardening via the total plastic
strain as follows:

|σi (t + �t)| = σ �
i + γi

1 − γi
Ei	i (t + �t) (31)

where σ �
i , γi and Ei are respectively the initial plastic flow stress, the hardening coefficient

and Young’s modulus of the i th truss element. Other plasticity models can be relatively easily
obtained by increasing the number of internal variables (see Reference [29]).

To determine the set of elements yielding in each time step and the actual amounts of plastic
flows, the trial strain εtr

i (t + �t) and the trial stress σ tr
i (t + �t) have to be computed by

freezing the plastic flow and performing a purely elastic step, which amounts to a temporary
assumption β0(t + �t) := β0(t) in Equation (29):

εtr
i (t + �t) = εi (t + �t) − Dε

i (0)T�β0(t + �t)

σ tr
i (t + �t) = Ei

[
εtr

i (t + �t) − β0
i (t)

] (32)

The actual stress σi (t + �t) in the i th element at time t + �t can be expressed in two ways:

1. One is in terms of Young’s modulus and the actual values of the strain and the plastic
distortion as

σi (t + �t) = Ei
[
εi (t + �t) − β0

i (t + �t)
]

which by Equations (30) and (32) can be transformed to

σi (t + �t) = Ei
[
εtr

i (t + �t) + Dε
i (0)T�β0(t + �t) − β0

i (t) − �β0
i (t + �t)

]
= σ tr

i (t + �t) + Ei

∑
j

[
Dε

i j (0) − δi j
]
�β0

j (t + �t) (33)

where δi j is Kronecker’s delta.
2. Provided the element is yielding, the stress σi (t + �t) can also be obtained by multiplying

the yield criterion of Equation (31) by sgn σi (t + �t) and noticing that for isotropic hard-
ening the trial stress σ tr

i , the actual stress σi and the plastic flow �β0
i are all of the same

sign in each time step:

σi (t + �t) = σ �
i sgn σ tr

i (t + �t) + γi

1 − γi
Ei

[
	i (t) sgn σ tr

i (t + �t) + �β0
i (t + �t)

]
(34)
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Equations (33) and (34) combined together yield the following linear set of equations for the
plastic flow �β0

i (t + �t):

Ei

∑
j∈Bt+�t

[
Dε

i j (0) − δi j

(
1 + γi

1 − γi

)]
�β0

j (t + �t)

= −σ tr
i (t + �t) +

[
σ �

i + γi

1 − γi
Ei	i (t)

]
sgn σ tr

i (t + �t) (35)

which are valid only for the actually yielding elements {i, j} ∈ Bt+�t . The extent of the
plastic zone Bt+�t has to be found iteratively by applying the yield criterion of Equation (31)
to the trial stresses σ tr

i (t + �t) and, if necessary, to the stresses computed consecutively by
Equations (35) and (32).

4.3.2 Load Reconstruction

Load reconstruction amounts basically to deconvolution: compare the measured εM and the
modeled ε system responses and obtain the excitation by solving the resulting system of
equations. For a linear system it leads either to a system of several Volterra integral equations
of the first kind (the continuous time case) (see Equation (26))

εM
i (t) =

∫ t

−�T
D̃f

i (t − τ )Tf(τ ) (36)

or, in the discrete time case, to a large system of linear equations, (see Equation (28))

εM = Dff (37)

An elastoplastic system (see Equation (29)) yields the following set of nonlinear equations:

εM
i (t) =

t∑
τ=−�T

Df
i (t − τ )Tf(τ ) +

t∑
τ=−�T

Dε
i (t − τ )Tβ0(τ ) (38)

In all cases, the unknown is the loading vector f.
Equation (37) is a large linear system, where the vectors εM and f contain respectively

the measured discretized system response and the discretized loading forces, while Df is
the system transfer matrix. By a proper reordering of the vectors εM and f, the matrix Df

can take the rearranged form of a large block matrix composed of Toeplitz matrices, which
relate the discretized sensor responses to the unit excitations in all potentially load-exposed
DOFs.

Note that in the intended practical situations the linear system of Equation (37) is usually
underdetermined; i.e. there are significantly fewer equations than unknowns being sought.
The reason is twofold: (1) there are significantly fewer sensors than potentially load-exposed
DOFs; (2) time intervals of different lengths (measurement T and reconstruction T + �T )
are discretized with the same time step �t . More precisely, let A be the number of sensors, N
the number of potentially load-exposed DOFs, T the length of the reconstruction time interval
and �t the time discretization. Then in the linear system of Equation (37) there are AT/�t
equations (related to the measurements) and N (T + �T )/�t unknowns (related to the loading
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being reconstructed). Moreover, even with sufficiently many sensors and equations, a specific
topology of the mechanical system being modeled can decrease the rank of the matrix Df and
make it underdetermined.

Both the continuous Equation (36) and the discrete Equation (37) tend to be ill-conditioned.
This is mainly due to the inherent ill-conditioning of compact integral operators of the first
kind, which cannot have a bounded inverse [30]. A seemingly contradictory behaviour is the
result: the finer the time discretization �t , the more ill-conditioned Equation (37) is. Moreover,
the ill-conditioning of Equation (37) may also arise due to a small or neglected time shift
�T , which results in the block matrix Df including almost triangular Toeplitz matrices with
very small values near the diagonal. Therefore, a regularization technique is usually essential
[21, 30–32].

Note also that the linear system of Equation (37) can be easily preconditioned by simple
substitutions εM ← MεM and Df ← MDf to take effectively the form MεM = MDff, provided
matrix M is of appropriate dimensions. Preconditioning may be desired in order to weight the
responses of different sensors or to speed up the optimisation-based reconstruction process [33].
For reasons of notational simplicity, no preconditioning (or an identity preconditioner matrix
M = I) is assumed further on.

Real-world measurements are always discrete; hence the continuous time case is dropped
from the following as impractical. The next two parts deal with the over- and underdetermined
discrete linear cases, while the third part considers the elastoplastic case.

4.3.2.1 Overdetermined Linear Systems

If the system of Equation (37) is overdetermined, a unique generalized load can be found to
minimize its residuum. The direct way to find it would be to use the pseudoinverse matrix
Df+, which can be obtained, for example, via the singular value decomposition (SVD) of the
matrix Df. Moreover, the use of the SVD would allow direct truncating too-small singular
values, which is a common regularization technique. However, as matrix Df is usually very
large, a quicker and less memory-consuming way may be to use iterative methods to mini-
mize the residuum of Equation (37), possibly coupled with the Tikhonov regularization term
[21, 31, 32].

Objective Function
The system of Equation (37) can be solved via the least squares approach [34] using the
following objective function:

h(f) = ∥∥εM − Dff
∥∥2 + δ ‖Bf‖2 (39)

where ‖Bf‖2 is a Tikhonov regularization term and δ ≥ 0 may be assigned a specific numer-
ical value, for example by means of the L-curve technique [21, 30–32]. Taking into account
Equations (27) and (28), the objective function can thus be rewritten as

h(f) =
∑

i

T∑
t=0

[
εM

i (t) − εi (t)
]2 + δ ‖Bf‖2 (40)
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while its derivatives can be expressed as

∂h(f)
∂ fN (t)

= δ
∂ ‖Bf‖2

∂ fN (t)
− 2

∑
i

T∑
τ=

max(0,t)

[
εM

i (τ ) − εi (τ )
]

Df
i N (τ − t), (41)

where fN (t) and Df
i N are respectively elements of the vectors f(t) and Df

i , and

∂ ‖Bf‖2

∂ fN (t)
= 2

[
BTBf

]
N ,t

(42)

Note that the formulas (40) and (41), as well as Equation (44) below, make extensive use
of the special form of the system matrix Df in order to spare the numerical costs by one order
of magnitude. However, they hold for the assumed identity preconditioner matrix M = I only,
and in other cases have to be replaced by their general counterparts.

The objective function (39) is quadratic and convex; hence it can be exactly expanded around
a given loading vector f as

h(f + d) = h(f) + ∇h(f)Td + 1
2 dTHd (43)

where H = ∇2h is the positive semidefinite Hessian of h. Equation (43) compared with Equa-
tion (40) yields the two following basic formulas:

∇h(f)Td = 2δfTBTBf − 2
∑

i

T∑
t=0

ε
(d)
i

[
εM

i (t) − ε
(f)
i (t)

]2

dTHp = 2δdTBTBp + 2
∑

i

T∑
t=0

ε
(d)
i (t) ε

(p)
i (t)

(44)

where ε
(d)
i denotes the response in the i th sensor location to the excitation d.

Line Optimization
The iterative optimization method used here consists of a series of line optimizations. Each
one amounts to finding the minimum of h at a given loading f along a given direction d, i.e.
the minimum of h(f + s d) with respect to s. Due to Equation (43) this is a convex quadratic
function with the minimum

smin = −∇h(f)Td
dTHd

(45)

which is directly calculable by Equation (44).

Conjugate Gradient Method
Given a loading f, the minimum along each optimization direction d can be directly calculated
by Equation (45). However, first the optimization direction d has to be chosen.

Equations (41) and (42) allow the steepest descent direction −∇h(f) to be calculated directly.
The objective function is unbounded quadratic, thus perfectly suited for the conjugate gradient
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Table 4.2 Optimization algorithm for the overdetermined case

Initial calculations:

1. Initialize f(0) := 0, ε(f(0)) := 0, n := 0

The loop:

2. Calculate d(n) := −∇h(f(n)), ε(d(n))

3. Conjugate direction for(k = 0; k < n,++k)

(3a) η := −d(n)THd(k)

(3b) d(n) := f(n) + η d(k)

(3c) ε(d(n)) := ε(d(n)) + η ε(d(k))

4. Normalize

(4a) D :=
√

d(n)THd(n)

(4b) d(n) := d(n)/D

(4c) ε(d(n)) := ε(d(n))/D

5. Line minimum s := −∇h(f(n))T d(n)

6. Store d(n), ε(d(n))

7. Update

(7a) f(n+1) := f(n) + s d(n)

(7b) ε(f(n+1)) := ε(f(n)) + s ε(d(n))

(7c) n := n + 1

method: choosing in the (n + 1)th optimization step the direction d(n+1) conjugate to all pre-
vious optimisation directions d(0), . . . , d(n) yields, by Equation (45), directly the minimum in
the subspace spanned by all the considered directions span (d(0), . . . , d(n)). Therefore, starting
with the steepest descent direction and making use of the conjugacy criterion d(k)THd(l) = 0,

d(n+1) = −∇h(f(n+1)) +
n∑

k=0

ηn+1,kd(k), where ηn+1,k = ∇h(f(n+1))
THd(k)

d(k)THd(k)
(46)

which is basically the Gram–Schmidt orthogonalization scheme. The calculations start with the
steepest descent direction; hence in exact arithmetic ηn+1,k = 0 holds for k = 0, 1, . . . , n − 1,
which is a useful property of the conjugated gradient method [33]. However, the limited
accuracy of the floating-point arithmetic makes all the correction terms necessary.

The Algorithm
The algorithm for the overdetermined case is presented in Table 4.2. The most expensive
operations are the calculations of the gradient and of the corresponding response (step 2).
Moreover, at large step numbers n, it is quicker to calculate the response ε(d(n)) directly by
Equation (27) than to superpose the stored responses (step 3c).
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4.3.2.2 Underdetermined Linear Systems

All known research, (see, for example, References [20] to [22] for reviews and analysis), deals
with the overdetermined case only. However, in real-world applications the number of sensors
is limited by practical reasons. Therefore, in the overdetermined case the generality of the load
being reconstructed must be heavily limited. As mentioned in the introduction, the load has
usually been assumed to be a single stationary (or moving at a constant velocity) pointwise
force, while its location is assumed to be known in advance or determined by a second-stage
nonlinear optimization: freely moving, multiple or diffuse loads are excluded. The approach
presented in this subsection addresses the general underdetermined case directly, although at
the cost of the reconstruction uniqueness. This allows all general loading patterns to be taken
into account.

Generally, with an underdetermined system (Equation (37)), the unknown loading f can be
reconstructed in two ways, which differ in accuracy and numerical costs per single reconstruc-
tion (time, memory, etc.). The information lost in measurement in an underdetermined system
can be completed by heuristic assumptions only; hence they play an important role in both of
the following ways:

� The more accurate approach requires a numerically costly (but one-time only) singular
value decomposition (SVD) of the matrix Df. Thereupon, given a measured response vector
εM, two complementary components of the corresponding load can be relatively quickly
reconstructed: the reconstructible component (based on the measurements εM) and the un-
reconstructible component (based on the heuristic assumptions).� The less accurate approach makes no distinction between both loading components and
reconstructs them simultaneously. The system (37) is first transformed to a larger overde-
termined system using heuristic (and in fact regularizing) assumptions and then solved with
the iterative approach presented above for overdetermined systems. The numerically costly
singular value decomposition of the obtained augmented system is hence not required, but at
the expense of a higher numerical cost per single reconstruction. This approach is generally
less accurate, since the heuristic assumptions influence both reconstructible and unrecon-
structible components of the loading being reconstructed, while the former component can –
and thus should – be reconstructed on the basis of the measurements εM only. The solution
of the augmented system by the SVD is possible, but prohibitive in terms of the numerical
costs due to its size.

Load decomposition
The matrix Df of Equation (37) has a singular value decomposition (SVD):

Df = UΣVT, (47)

where U and V are square unitary matrices, i.e. UTU = UUT = I and VTV = VVT = I. Their
dimensions equal respectively the number of equations and the number of unknowns. The
matrix Σ is a rectangular diagonal matrix of appropriate dimensions whose diagonal values
are called singular values of Df and are customary ordered nonincreasing. The SVD (47) is
unique up to the permutation of the singular values [34].

The system (37) is usually very ill-conditioned, which is indicated by its singular values
(diagonal elements of Σ) spanning across several orders of magnitude. A regularization is then
a must, which, given the SVD (47), may be performed in a straightforward way by zeroing too
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small singular values, i.e. the values below the threshold level defined by the expected relative
measurement accuracy δ ≥ 0 (see References [21], [31] and [32]). In this way the modified
diagonal and system matrices Σδ , Dfδ are obtained and Equation (47) takes the following
regularized form

Dfδ = U ΣδVT (48)

Note that with δ = 0 all singular values are preserved: Df0 = Df.
Let F be the linear space of all possible loadings f. Let Vδ

1 and Vδ
2 denote the two matrices

composing together the matrix V = [
Vδ

1 Vδ
2

]
, where the number of columns of Vδ

1 equals
the number of positive singular values of Dfδ , i.e. the number of positive diagonal values of
Σδ . The matrix V is unitary; thus the columns of Vδ

1 and Vδ
2 are mutually orthonormal vectors,

constitute an orthonormal basis in F and hence span two orthogonal and complementary linear
subspaces Fδ

1 and Fδ
2:

F = Fδ
1 × Fδ

2, Fδ
1 = span Vδ

1, Fδ
2 = span Vδ

2 (49)

Due to Equation (48), Fδ
2 = ker Dfδ , i.e.

DfδVδ
2 = 0 (50)

and hence the regularized system transfer matrix Dfδ is a linear measurement operator, which
effectively: (1) transforms F orthonormally, (2) projects it on to Fδ

1, losing a part of the load
information, (3) rescales along the basis directions by Σδ and finally (4) transforms again
orthonormally via U. Therefore, with respect to Dfδ , Fδ

1 is the reconstructible subspace and Fδ
2

is the unreconstructible subspace of F. In other words, given the relative measurement accuracy
δ ≥ 0, each load f can be uniquely decomposed into a sum of two orthogonal components:

f = V VTf = Vδ
1Vδ

1
Tf + Vδ

2Vδ
2

Tf
= Vδ

1 m1 + Vδ
2 m2 = fδR + Vδ

2 m2
(51)

where the first component fδR = Vδ
1Vδ

1
Tf = Vδ

1 m1 is a linear combination of the columns of
Vδ

1, and hence fully reconstructible from the noisy measurements εM = Dff, while the second
component Vδ

2 m2 is a linear combination of the columns of Vδ
2, and hence unreconstructible,

since all respective information is lost in the noisy measurement process represented by the
linear operator Dfδ (due to Equation (50) DfδVfδ

2 m2 = 0) and thus not retained in the noisy
measurements above the required relative degree of accuracy δ ≥ 0.

Reconstructible Load Component
Given the noisy measurements εM and the regularized system matrix Dfδ , the unique corre-
sponding reconstructible load component fδR = Vδ

1mδ
1 can be found either

� directly by the standard pseudoinverse matrix Dfδ+
of the regularized system matrix Dfδ ,

fδR = Dfδ+
εM = V Σδ+

UTεM (52)
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where the diagonal matrix Σδ+
is obtained from Σδ by transposition and replacement of all

nonzero elements by their reciprocals, or� by solving the system εM = DfδVδ
1mδ

1, which can be done, for example, by the conjugate
gradient technique described above for the overdetermined systems, used to minimize the
residual

h1(m1) := ∥∥εM − DfδVδ
1m1

∥∥2
(53)

Since Dfδ is already regularized, no Tikhonov regularization term is necessary. Note that the
regularization of the system matrix perturbs its structure; hence, instead of the optimized
formulas (40), (41) and (44), their general counterparts have to be used.

Unreconstructible Load Component
Assume, given the noisy measurementsεM and the relative accuracy δ ≥ 0, that the correspond-
ing regularized reconstructible load component fδR has already been calculated. According to
Equation (50), any linear combination of columns of Vδ

2 added to fδR does not change the (noisy)
system response εM. Therefore, all loadings of the form

f = fδ
R + Vδ

2m2 (54)

where m2 is a vector of arbitrary coefficients, are measurably indistinguishable and thus admis-
sible regularized solutions to Equation (37). The choice of a particular vector of coefficients
m2 and the corresponding loading f must hence be based on additional criteria, which are in-
trinsically heuristic and formulate a priori assumptions concerning anticipated characteristics
of the loading. For example to obtain smooth admissible loading distributions, m2 can be cho-
sen so that the corresponding loading of Equation (54) minimizes an a priori given objective
function

h2(m2) := ∥∥B
(
fδ
R + Vδ

2m2
)∥∥2

(55)

where B is the first derivative with respect to time and/or space. Notice that:

1. Due to Equation (49), fδ
R is perpendicular to span Vδ

2. Hence, if B = I, then h2(m2) is
minimized by m2 = 0 and fδ

R is the optimum loading itself.
2. As h2(m2) is a quadratic function, the optimum loading

fδ = fδ
R + Vδ

2 arg min h2(m2) (56)

depends linearly on fδ
R and, due to Equation (52), on the measurements εM:

fδ =
[

I − Vδ
2

(
Vδ

2
T
BTB Vδ

2

)−1
Vδ

2
T
BTB

]
fδ
R (57)

A scrupulous analysis would reveal that in Equation (54) and (55), upper bounds should be put
on the moduli of the elements of m2 that correspond to the columns of Vδ

2 not belonging to V0
2.

These columns represent unit loadings that influence the measurement εM, although below the
noise threshold δ.
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Single-Stage Load Reconstruction
Instead of separate successive reconstructions of the reconstructible and unreconstructible
loading components, the loading can be reconstructed in one stage only, but at the cost of
accuracy. The objective functions h1(m1) of Equation (53) and h2(m2) of Equation (55) re-
semble the components of the general objective function h(f) in Equation (39), which is used
in the overdetermined case. Hence, instead of successive separate optimizations of h1(m1) and
h2(m2), both functions may be optimized simultaneously, as in h(f), weighted by an appropriate
coefficient δ > 0:

hδ(f) := ∥∥εM − Dff
∥∥2 + δ

∥∥Bf
∥∥2

(58)

As the second term also plays the role of a regularization term, there is no need to use the
regularized system matrix Dfδ , and hence no need for numerically costly (although one-time
only) singular value decomposition. The minimization of the compound objective function hδ

can be performed relatively quickly by the conjugate gradient technique described earlier.
This one-stage approach makes no distinction between the reconstructible and the unrecon-

structible loading components and retrieves them simultaneously. Therefore, it is generally less
accurate, since the heuristic assumptions influence both components of the reconstructed load-
ing, while the two-stage approach described in the preceding subsection properly reconstructs
the reconstructible component on the basis of the measurements εM only.

4.3.2.3 Elastoplastic Systems

The approaches described before rely heavily on the linearity of the system equation (37).
The elastoplastic case of Equation (38) has to be treated separately. In general, three cases are
possible:

1. Strongly overdetermined system, possible in the case of a very limited loading area. The
number of sensors exceeds or equals the total number of potentially loading-exposed DOFs
and potentially plastified truss elements. The approach described before for overdetermined
linear systems is straightforwardly applicable (unless the system is singular), with both
loads fN (t) and plastic distortions β0

i (t) treated as independent unknowns.
2. Overdetermined system. The number of sensors exceeds or equals the number of potentially

loading-exposed DOFs. The unique evolution of the load can be reconstructed from the
measurements, unless the system is singular. However, the system is not linear and thus the
approaches of the preceding sections are not applicable.

3. Underdetermined system. The number of potentially loading-exposed DOFs exceeds the
number of sensors. In general, the gradient-based optimization approach presented below
reconstructs a nonunique evolution of loading, which is observationally indistinguishable
from the actual loading.

In the overdetermined elastoplastic case, Equation (38) can be, in general, uniquely solved
by minimizing the objective function (40) with any gradient-based optimization algorithm.
However, the modeled system response ε(t) is no longer a linear function of the loading f(t)
and the derivatives, instead of in Equation (41), take the following form:

∂h(f)
∂ fN (t)

= δ
∂ ‖Bf‖2

∂ fN (t)
− 2

∑
i

T∑
τ=

max(0,t)

[
εM

i (τ ) − εi (τ )
] ∂εi (τ )

∂ fN (t)
(59)
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The first derivative is computable by Equation (42), while the second, for t ≤ τ , by Equa-
tion (29) and (30), is

∂εi (τ )

∂ fN (t)
= Df

i N (τ − t) +
τ∑

κ=t

∑
j

Dε
i j (τ − κ)

κ∑
ν=t

∂�β0
j (ν)

∂ fN (t)

The derivatives of the plastic flow �β0
j (ν) with respect to the load fN (t) have to be computed

prior to the derivatives of the objective function (59) by iteratively solving the following linear
sets of equations, which are obtained by differentiating Equation (35) and making use of
Equation (30) to compute the derivatives of the total plastic strain:

Ei

∑
j∈Bt

[
Dε

i j (0) − δi j

(
1 + γi

1 − γi

)]
∂�β0

j (t)

∂ fN (t)
= −Ei Df

i N (0)

Ei

∑
j∈Bν+�t

[
Dε

i j (0) − δi j

(
1 + γi

1 − γi

)]
∂�β0

j (ν + �t)

∂ fN (t)

= −∂σ tr
i (ν + �t)

∂ fN (t)
+ γi

1 − γi
Ei

ν∑
ι=t

∂�β0
i (ι)

∂ fN (t)
sgn �β0

i (ι) sgn σ tr
i (ν + �t)

where, by Equation (32) and (29), the derivative of the trial stress is

∂σ tr
i (ν + �t)

∂ fN (t)
= Ei Df

i N (ν + �t − t)

+ Ei

ν+�t∑
κ=t

∑
j

[
Dε

i j (ν + �t − κ) − δκνδi j
] min(κ,ν)∑

ι=t

∂�β0
j (ι)

∂ fN (t)

where δκν and δi j denote Kronecker’s delta.

4.3.3 Optimum Sensor Location

In the load reconstruction strategies described above, the system transfer matrix Df is crucial.
However, it depends on the location of the sensors. This is a problem on its own, especially
in underdetermined systems with the number of potentially loading exposed DOFs exceeding
considerably the number of available sensors. There is not much theoretical investigation into
the problem. This section proposes two optimality criteria based on conditioning and accuracy,
which tend to be negatively correlated, and proposes a third, compound criterion. However,
only linear systems are considered. The problem of the optimal sensor location in the case of
elastoplastic systems requires further study.

A sensor location is denoted by π and can be represented by a nonempty subset of
{1, 2, . . . , Amax}, where Amax is the number of all possible locations of a single sensor in the
structure.
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4.3.3.1 Conditioning

Mackiewicz et al. [35] propose in a similar problem to locate the sensors to minimize the
ill-conditioning of the reconstruction process. This can be formalized here as the task of
finding the sensor location π , which minimizes the following measure of ill-conditioning of
the corresponding system matrix Df

π :

q1(π ) = log
σmax(Df

π )

σmedian(Df
π )

(60)

where σmax(Df
π ) and σmedian(Df

π ) are the maximum and the median singular values of Df
π .

Note that the matrix condition number, which is the standard measure of conditioning of
a matrix, involves the minimum singular value instead of the median used in Equation (60).
However, with inaccurate floating-point computer arithmetic the median is more reliable, since
for strongly ill-conditioned matrices the calculated minimum singular value usually lies at a
predefined cut-off level, defined by the accuracy of the arithmetic used.

4.3.3.2 Accuracy

Besides ill-conditioning, in underdetermined systems along the nonuniqueness of solution the
problem of accuracy of the reconstruction also arises. The reconstruction process may be very
well-conditioned, but it is of no use if the reconstructed loading differs much from the actual
loading. For a given loading, the accuracy of reconstruction can be quantified as a distance
between the loading and its reconstructible component.

Therefore, the accuracy of the reconstruction process may be defined with respect to a given
set of (expected or typical) unit loadings

{
f(1), f (2), . . . , f (M)

}
as the mean square distance

between the loadings and their reconstructible components (see Equation (51)):

q2(π ) = 1

M

M∑
i=1

∥∥(
I − V1πVT

1π

)
f(i)

∥∥2 = 1

M

M∑
i=1

∥∥V2πVT
2π f(i)

∥∥2
(61)

where V1π and V2π denote the matrices V1 and V2 calculated for a given sensor location π . Note
that the practical usefulness of q2 depends heavily on the set of loadings

{
f (1), f (2), . . . , f (M)

}
,

which should be well-suited to the loadings expected in the investigated system.

4.3.3.3 Compound Criterion

The conditioning (q1) and the accuracy (q2) criteria tend to be negatively correlated (see the
numerical example later in Figure 4.30 (left)). Moreover, criterion q2 assumes no measurement
noise, which can significantly diminish the accuracy of reconstruction. Therefore, for practical
reasons the ultimate criterion has to weight accuracy against conditioning, taking into account
the relative measurement noise level δ. This can be achieved by measuring the accuracy of
the reconstruction process performed with the regularized system matrix Dfδ instead of the
original matrix Df:

qδ
2(π ) = 1

M

M∑
i=1

∥∥∥Vδ
2πVδ

2π

T
f (i)

∥∥∥2
(62)
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Figure 4.29 Elastic truss structure modeled in the numerical example

4.3.4 Numerical Example

This subsection illustrates the presented methodology for load reconstruction with a numerical
example, which uses an elastic truss structure. A corresponding example for elastoplastic
structures can be found in Reference [36].

4.3.4.1 Structure

Figure 4.29 shows the modeled elastic truss structure. It is 6 m long, the elements are 10 mm2

in cross-section, 0.5 m or 0.5
√

2 m long, and made of steel (7800 kg/m3, 200 GPa). The two
left-hand side corner nodes of the bottom plane were deprived of all degrees of freedom, while
the two right-hand side corner nodes were deprived of the vertical degree of freedom and are
free to move in the horizontal plane only.

Loading forces can occur only vertically in any/all of the 12 upper nodes of the structure.
This assumption allows evolution of loading to be depicted in time-space in the convenient and
illustrative form of a two-dimensional graph. The measurement time interval is T = 10 ms
and has been discretized into 100 time steps of 0.1 ms each. The time shift is �T = 1 ms,
and hence the reconstruction time interval is 11 ms long (110 time steps). A total of A strain
sensors, A ∈ {1, 2, . . . , 11}, can be located in any of the 11 upper elements, which join the 12
potentially loading-exposed nodes. The system transfer matrix Df is hence 100A × 1320 and
thus underdetermined.

4.3.4.2 Optimum Sensor Location

For each of 2047 possible sensor locations π (nonempty subsets of the 11 strain sensors), both
sensor location criteria q1 and q2 have been computed. Figure 4.30 (left) plots q2 versus q1

to illustrate the negative correlation; each dot corresponds to one sensor location π . A clear
arrangement in groups corresponding to the number of sensors can be seen: the more sensors,
the worse (larger) is the conditioning q1 and the better (smaller) the accuracy q2. Within the
individual groups a slight positive correlation can be observed, although this is not always the
case [19].

The criterion q2 has been calculated with respect to a set of 276 simple impact unit loadings
extending 9 time steps (0.9 ms) in time and 3 degrees of freedom in space, one half being
distributed uniformly in time/space and the other half randomly. Figure 4.30 (right) shows the
nonzero fragment of the force evolution pattern, which has been shifted in time and space to
form all 276 test loadings.

A measurement noise level of 1 % rms (root mean square) has been assumed. Table 4.3 lists
the computed best and worst locations of four, five and six sensors with respect to the compound
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Figure 4.30 Optimum sensor location: (left) correlation plot for the sensor location criteria q1 and
q2; (right) loading pattern shifted in time and space to form all 276 test loadings used for calculating
criterion q2

criterion q1%
2 (Equation (62)). It can be seen that the worst locations group the sensors near the

sliding supports on the right-hand side, while the best locations are more evenly distributed,
although the left-hand side near the fixed supports is preferred. A comparable result was
obtained for a cantilever beam in Reference [19].

In subsequent computations the q1%
2 -best location of five sensors has been used, i.e. sensors

in the upper horizontal elements 1, 2, 4, 6 and 10. Figure 4.31 plots the singular values of
the corresponding system transfer matrix across the orders of magnitude. Only 136 loadings
(corresponding to the columns of the matrix V1%

1 ) fall above the 1 % noise limit.

4.3.4.3 Reconstructible Loadings

Figure 4.32 depicts examples of the columns of the matrix V1%
1 computed for the as-

sumed q1%
2 -best sensor location π = {1, 2, 4, 6, 10}. Notice the increasing oscillations: the

consecutive singular loadings introduce more and more high frequency components. As
seen before, the loadings constitute an orthonormal basis for the space of reconstructible
loadings.

Table 4.3 Five best and worst locations of four, five and six sensors with respect to q1%
2 (each “o”

denotes one sensor)

Four sensors Five sensors Six sensors

q1%
2 -best oo-o-o- - - - - oo-o-o- - -o- oo-o-o-o- -o

oo-o-- -o- - - oo-o-o-o- - - oo-o-o- -o-o
oo-o--o- - - - oo-o-o- - - -o oo-o-o- - -oo
oo-o-- - - -o- oo-o- - -o-o- oo-o-oo- -o-
oo-o-- - - - -o oo-o-oo- - - - oo-o-o-o-o-

q1%
2 -worst - ----- -oooo - --- - -ooooo - --- -oooooo

- -----oooo- - --- -ooooo- - ---oooooo-
- -----ooo-o - --- -o-oooo - ---o-ooooo
- ----o-ooo- - --- -oooo-o - --o- -ooooo
- -----o-ooo - ---oo-ooo- - ---ooooo-o
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Figure 4.31 Singular values of the system transfer matrix plotted across the orders of magnitude for
the q1%

2 -best sensor location π = {1, 2, 4, 6, 10}

degree of freedom

tim
e 

[m
s]

fo
rc

e
 [
k
N

]

 0
 2

 4
 6

 8
 10

 12
 0

 2

 4

 6

 8

 10

–80
–60
–40
–20

 0
 20
 40
 60

degree of freedom

tim
e 

[m
s]

fo
rc

e
 [
k
N

]

 0
 2

 4
 6

 8
 10

 12
 0

 2

 4

 6

 8

 10

–80
–60
–40
–20

 0
 20
 40
 60
 80

degree of freedom

tim
e 

[m
s]

fo
rc

e
 [
k
N

]

 0
 2

 4
 6

 8
 10

 12
 0

 2

 4

 6

 8

 10

–80
–60
–40
–20

 0
 20
 40
 60
 80

degree of freedom

tim
e 

[m
s]

fo
rc

e
 [
k
N

]

 0
 2

 4
 6

 8
 10

 12
 0

 2

 4

 6

 8

 10

–120
–100
–80
–60
–40
–20

 0
 20
 40
 60
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loadings computed for sensor location π = {1, 2, 4, 6, 10}



PIC/SPH OTE/SPH
JWBK160-04 JWBK160-Holnicki March 12, 2008 20:48 Char Count= 0

Dynamic Load Monitoring 149

degree of freedom

tim
e 

[m
s]

fo
rc

e
 [
k
N

]

 0
 2

 4
 6

 8
 10

 12
 0

 2

 4

 6

 8

 10

0.0

0.2

0.4

0.6

0.8

1.0

–2.5

–2.0

–1.5

–1.0

–0.5

0.0

0.5

1.0

 0  1  2  3  4  5  6  7  8  9  10

s
tr

a
in

 [
1
0

–
3
]

time [ms]

sensor 4
sensor 2
sensor 6
sensor 1
sensor 10

Figure 4.33 Numerical example of load reconstruction: (left) exact load to be reconstructed; (right) ex-
act measurement data εM for the q1%

2 -best sensor location π = {1, 2, 4, 6, 10}

4.3.4.4 Loading and Identification

The load reconstruction procedure has been illustrated numerically. Figure 4.33 depicts the
assumed exact loading and the computed exact responses of the five q1%

2 -best sensors, π =
{1, 2, 4, 6, 10}, which have been subsequently disturbed with numerically generated noise at
the 1% rms level.
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Figure 4.34 Numerical example of load reconstruction computed for the q1%
2 -best sensor location π =

{1, 2, 4, 6, 10} at noise level 1% rms: (top left) reconstructible load component f1%
R ; (top right) heuristic

reconstruction with Equations (63) and (57); (bottom left) heuristic reconstruction for the q1%
2 -worst

sensor location; (bottom right) reconstructible load component fR (no numerical regularization, notice
the difference in scale and units)
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Using Equation (52), the disturbed sensor responses have been used to obtain the recon-
structible component f1%

R , shown in Figure 4.34 (top left). Full heuristic reconstruction (shown
in the figure top right) was performed by Equation (57) with the heuristic assumption weighting
smoothness w.r.t. (with respect to) time against smoothness w.r.t. space (degrees of freedom)
by

B =
(

1.0 Btime

0.2 BDOF

)
(63)

The results of the corresponding full heuristic reconstruction for the q1%
2 -worst location are

shown for comparison in Figure 4.34 (bottom left). The figure bottom right confirms that the
regularization is necessary by showing the dominated by noise reconstructible component
f0%
R , reconstructed with the full system transfer matrix Df instead of its regularized form Df1%

(Equation (48)). Note also the difference in scale and units.
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5
Adaptive Impact Absorption

Piotr K. Pawl�owski, Grzegorz Mikul�owski, Cezary Graczykowski,
Marian Ostrowski, L� ukasz Jankowski and Jan Holnicki-Szulc

5.1 Introduction

The objective of this chapter is to present the concept of adaptive impact absorption (AIA) and
some examples of its engineering applications. Assuming that the impact load can be identified
(cf. real-time dynamic load identification discussed in Chapter 4, Section 4.1), the safety
engineering based approach to structural design requires equipment of the structure with special
devices allowing active control (in real time) of mechanical properties (e.g. local stiffness) in
order to improve the dynamic response scenario (e.g. reduction of force or acceleration peaks).
As a consequence, the desired AIA process is dissipative, with an optimal amount of impact
energy absorption, while the applied control devices (actuators with small external energy
consumption) modify only the local structural properties, without feeding the system with
additional mechanical energy.

In general, the AIA system should be designed for random impact multiloads, which creates
new research challenges due to optimal forming of structural geometry and the location of
controllable devices. These problems will be discussed in Chapter 6. In this chapter it is
assumed that the structural geometry has already been determined.

Another challenge is to invent innovative technologies applicable to the controllable devices
mentioned above. One option discussed in this chapter deals with the concept of structural fuses
with an elastoplastic type of overall performance and a controllable yield stress level, where
the active device (controllable joints) itself can be based on various types of actuators, e.g.
electromagnetic, piezoelectric, magnetostrictive or magneto-SMA. Another important option
discussed below is based on the idea of so-called adaptive inflatable structures (AIS) with a
controllable (in real-time) release of pressure. Shock absorbers based on MRFs or piezo-valves
can be successfully used for AIA in repetitive exploitive impacts, which will be discussed in
the case of adaptive landing gears. Finally, micro pyro-technique systems (MPS) can be used
for detaching (in real time) selected structural joints in order to improve the structural response
in emergency situations (e.g. in a crash of vehicles).

Smart Technologies for Safety Engineering   Edited by J. Holnicki-Szulc
© 2008 John Wiley & Sons, Ltd. ISBN: 978-0-470-05846-6
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(a) (b)

Figure 5.1 Structural responses to two impacts with the same kinetic energy: (a) ‘slow impact’ case

with a high mass/velocity ratio, (b) ‘fast impact’ case with a low mass–velocity ratio

Various strategies of adaptation to the identified impact can be proposed, depending on
the particular problem, e.g. repetitive exploitive impacts versus critical emergency impacts.
Minimization of an acceleration measure in the selected locations and time interval < 0, T >

for smoothing down the impact reception corresponds to the first case, when reduction of
fatigue accumulation is an important issue. On the other hand, maximization of the impact
energy dissipation in the selected time interval < 0, T > for the most effective adaptation to
the emergency situation corresponds to the second case. However, other desirable scenarios for
AIA can also be proposed in particular situations. For example, the strategy of local structural
degradation (e.g. due to provoked perforation in the impacted location) in order to minimize the
damaged zone and preserve the structural integrity can also be an option in critical situations.
The overall effect of such an action can be defined as improving structural critical load capacity
through local debilitation.

Numerical simulations of the structural response to two different impact loads with the same
impact energy are shown in Figure 5.1, where case (a) corresponds to slow dynamics (greater
mass and smaller impact velocity), while case (b) corresponds to fast dynamics (smaller mass
and greater impact velocity). A qualitatively different structural response in both cases confirms
how important is the real-time impact load identification (its location and mass–velocity ratio),
which decides the selection of proper control objective and the further control strategy.

The techniques applied to control the response of structural fuses allow various strategies
of adaptation:

� The simplest one, passive, can be used, for example, if the expected impact load statistics
are known. Then, the optimally distributed yield stress levels in structural fuses can be
determined and applied as a fixed parameter.� The semi-active strategy, taking advantage of the real-time impact load identification, can be
used when tuning on-line the optimal but fixed during the impact process yield stress levels.� The partially active strategy allows solutions for the semi-active one and with modifiable in
time (but only decreasing) yield stress levels.� Finally, the fully active strategy allows solutions for the semi-active one and with modifiable
in time (both decreasing and increasing) yield stress levels. Going from passive to active
strategies, the expected effectiveness of AIA is growing, together with exploitation problems
due to timing of the hardware actions and the fact that the fully active strategy requires, for
example, closing of the loaded valve. The feasibility of this last option depends on the energy
sources available for the activation of structural fuses.
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Finally, note that the impact load, even if adaptively received, causes some structural vibrations,
which can be damped semi-actively with the use of structural fuses, controlled by the so-called
‘pre-stress accumulation release’ (PAR) strategy (cf. Chapter 7).

5.2 Multifolding Materials and Structures

5.2.1 Introduction

Motivation for the undertaken research comes from responding to increasing requirements for
high-impact energy absorption in the structures exposed to the risk of extreme blast, tall and
compliant offshore structures, etc. Requirements for optimal energy absorbing systems may
be stated as follows:� The system must dissipate the kinetic energy of an impact in a stable and controlled way.� Displacements must not exceed the maximal allowable values.� Extreme accelerations and forces of the impact should be reduced to the lowest possible

level.

The majority of properly designed, passive energy-absorbing systems fulfill the first two of
these requirements. The third one, because of the constant constitutive force–displacement
relation, in this case can be realized only to some extent. Therefore, commonly applied passive
protective systems are optimal for a limited range of loads.

In contrast to the standard solutions, the proposed approach focuses on active adaptation of
energy-absorbing structures (equipped with a sensor system that can detect impact in advance
and controllable semi-active dissipators – structural fuses) with a high ability of adaptation to
extreme overloading.

The idea of multifolding microstructures (MFM) and numerical tools for analysis and opti-
mization were discussed in detail in References [1] and [2]. The following section will focus
on the most important features and results of experimental verification of the concept.

The proposed MFMs are honeycomb-like structures composed of truss elements equipped
with special devices (so-called ‘structural fuses’) providing control over the force character-
istics. A typical layout of the MFM is depicted in Figure 5.2. The size of the MFM can be
reduced to one or two dimensions (the single-column structure, cf. Figure 5.4).

Figure 5.2 MFM structure
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Figure 5.3 Controllable microfuses

As an example of a microfuse connection consider a friction joint presented in Figure 5.3.
The two parts of an element of the MFM are connected by a specially designed microactuator
based on smart materials, e.g. piezoelectric, giant magnetostrictive material (GMM) or shape-
memory alloy. Activation of the actuator by an external field (e.g. electric, magnetic or thermal)
changes the compressive force in the joint providing changes in the axial force in the element.
The resultant constitutive behavior of the MFM element equipped with the structural fuse can
be modeled in the first approximation as elastoplastic.

Assume that, without the activation, the compressive force able to start the yielding process
in the microfuse is P1 (cf. Figure 5.3). Two different levels of activation provide the forces
P2 > P1 and P3 > P2 respectively, which are necessary to start yielding.

5.2.2 The Multifolding Effect

In order to present the synergy of the multifolding effect a simplified one-dimensional model
will be analyzed of the truss structure depicted in Figure 5.4(a) composed of idealized elasto-
plastic members with the pre-selected yield stress levels (realized through properly activated
fuses). When subjected to a load, the MFM will deform in a sequence of local collapses shown
in Figures 5.4(b), (c) and (d), respectively.

The corresponding effect of energy dissipation (cf. Figure 5.4(f) related to the adopted initial
distribution of yield stresses is over 300 % higher than for the same kind of microstructure,
made of the same material volumes and with homogeneously distributed yield stress levels.
As a consequence, when compressive forces in all members of an idealized truss-like structure
shown in Figure 5.4(a) are the same, all members with the stress limit level σ2 start to yield
first, converting the structure into the configuration shown in Figure 5.4(b). Then the yield
stress level for elements marked σ3 is lower than for the tripled elements (with stress limit
2σ1 − δ) and the subsequent structural configuration is shown in Figure 5.4(c). Following the
same procedure, the next configurations, i.e. Figures 5.4(d) and (e), can be reached.

The crucial method used to obtain the additional value of energy dissipation (due to synergy
of the repetitive use of dissipators) is to pre-design an optimal distribution of yield stress levels
in all fuses, triggering the desired sequence of local collapses. The resultant force–displacement
characteristics are strictly dependent on the distribution and can be optimally adjusted to the
expected dynamic load.
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Figure 5.4 Multifolding effect

5.2.3 Basic Model of the MFM

In order to understand the behavior of the multifolding structure better, the most basic model
composed only of six elements will be analysed. The layout of the model is depicted in
Figure 5.5. The yield stresses σ1, σ2 and σ3 modeling the behaviour of structural fuses are
assigned to elements in layers marked by 1, 2 and 3.

In the following discussion the focus will be only on the main deformation paths presented
in Figures 5.5(a) to (c), caused by distribution of only three different values of yield stresses
applied in each layer of elements. Deviation from symmetric folding can be achieved through
application of control stresses individually to each element.

In the first folding pattern, the deformation starts from the top layer of elements and is
followed by a quasi-snap-through of bottom elements. The distribution of yield stresses related
to the pattern is the following:

σ1 < σ3 < σ2 (1)

From the point of view of energy dissipation, the first pattern is identical to the third one (with
the inverted folding sequence, cf. Figure 5.5(c)), which is generated by the following relation
of yield stresses:

σ3 < σ1 < σ2 (2)

The synergy of repetitive use of dissipators, which is the great advantage of the MFM, is clearly
visible in the second folding pattern. Due to the final global snap-through of all elements, the
second mode provides very high dissipation of energy related to plastic strains. Obviously this
mode of deformation is caused by

σ2 < σ1 ≤ σ3 (3)
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Figure 5.5 Folding patterns for the basic MFM structure

Even in the case of this basic structure, optimal control and adaptation to the identified impact
load is possible by choosing the proper folding mode and adjusting the yield stresses according
to particular requirements.

Figures 5.6(a) and (b) present the results of adaptation of the analysed structure to dynamic
loads (impact at the top node) for two different scenarios (velocity of 15 m/s with masses of the
impactor of 100 kg and 200 kg, respectively). Two different control strategies were applied for
the simulation. In the case of the semi-active approach, optimal values of yield stresses are pre-
selected before the impact and remain constant. Such formulation provides a very significant
reduction of accelerations during the deformation, in comparison to the passive mode, in which
the distribution of yield stresses is uniform and constant in time. Further improvement can be
achieved by applying real-time changes in control parameters (active control). In the second
scenario (Figure 5.6(b)), the MFM is very close to its limit load and so the effects of adaptation
tend to be closer to the passive solution.

Numerical modeling and optimization of the system must include the elastoplastic constitu-
tive model of material along with computation of the contact between nodes of the structure.
Therefore simulation of the MFM performance requires geometrical and physical nonlineari-
ties to be taken into account.
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Figure 5.6 Effects of adaptation to impact

5.2.4 Experimental Results

The concept of multifolding was verified experimentally on a macroscale model. The layout of
the experimental set-up representing the most basic, six-element structure is depicted in Fig-
ure 5.7. The control of the system is possible due to implementation of six magnetorheological
fluid (MRF) dampers (RD-1005-3) manufactured by Lord Corporation.

Magnetorheological fluids belong to a class of smart fluids, which are sensitive to the applied
magnetic field. They are a noncolloidal suspension of magnetically soft iron particles in a base
fluid (e.g. mineral oil, water, etc.). Changes in the strength of magnetic field along a specially
designed gap in the damper result in a fast change of the damping force. The rheology of MRF
dampers is highly nonlinear, resulting in complicated mathematical models, but under special
circumstances (e.g. velocity of the piston’s movement close to constant) the response of the
damper resembles the process of plastic yielding.
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Figure 5.7 General view of the experimental set-up

Nodes of the structures are guided in specially designed bearings, which restrict horizontal
displacements. The loading of the top node is applied by a hydraulic actuation system providing
displacement control (with adjustable velocity up to 2 m/s). The maximal displacement is
constrained to four levels of the structure. Variations of yield stress levels used in models of
the MFM are simulated by changes of the magnetic field in magnetic heads of MRF dampers.

The results for three primary, symmetrical folding modes are depicted in Figures 5.8(a)
to (d). The figures show the time evolution of normalized loading force and axial forces in
elements obtained for three different deformation paths. The experimental loading force curve
(cf. Figure 5.8(a)) is almost identical for the first and the third modes. In the second mode, a
rapid increase of stiffness (cf. Figure 5.4(f)) is clearly visible.

The order of folding can be reconstructed from time–force profiles depicted in Figures 5.8(b)
to (d). The profiles are adequate for the folding modes discussed earlier.

In the first pattern top elements deform first, followed by folding of the bottom layer. The
middle elements remain rigid, only transferring the load. The second pattern is initiated by
folding of middle layer with subsequent deformation of all elements. The last mode is similar
to the first one with an inverted folding sequence.

5.3 Structural Fuses for Smooth Reception of Repetitive Impact Loads

In the previous section the concept of adaptive energy-absorbing microstructure (the MFM)
was presented and discussed. A general conclusion can be drawn, that in order to minimize the
consequences of heavy or even catastrophic dynamic loads, a process of structural adaptation
to an impact should be carried out. Such an approach can be successfully applied also in the
case of large-scale, compliant truss structures (e.g. offshore structures subjected to risk of
collision with a ship or floating ice, cf. Section 5.5). The process mentioned above may consist
of the following, subsequent stages:� Impact detection. Impact detection is provided by a set of sensors, which respond in advance

to a danger of collision (e.g. radar, ultrasonic devices) or are embedded into the structure
within a small passive crush zone (e.g. piezo-sensors). Estimation of the impact energy is
then based on an initial deformation of the passive zone.
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Figure 5.8 Force evolution in time for three folding patterns

� Structural adaptation. The signal from the system of sensors must be directed to a controller
unit, which selects an optimal distribution of yield forces in active zones containing elements
equipped with structural fuses (cf. Figures 5.9(a) and 5.12(a)). The concept of the microfuse
has already been discussed in Section 5.2 and can easily be scaled to the macroscale.� Self-repair. Increasing requirements for structural durability and low-level operating costs
create a need for new smart solutions. The results of an extreme dynamic load may very
often be fatal for a structure. In the case of structures equipped with active elements, it is
possible to remove residual distortions using low-level vibrations induced by an external
load or embedded shaker.

5.3.1 Introductory Numerical Example

The 30 m high tower depicted in Figure 5.9, equipped with an active energy absorber, is
subjected to an impact of a mass of 3000 kg with an initial velocity of 8 m/s. All structural
members have a uniform cross-sectional area and elastic modulus. The yield stress level in
active elements is adjusted according to the value of the kinetic energy of the impact, while in
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Figure 5.9 (a) Model of an adaptive structure, (b) displacements of the elastic solution (scaled × 1.5),

(c) displacements of the optimal solution

all passive elements it is equal to 6 × 108 Pa. Maximal, allowable deformation in controlled
elements is constrained to 50 % of their initial length.

The objective function in the optimization problem is to minimize the horizontal acceleration
of the controlled node at the top of the tower. Deformed shapes of the structure calculated for
two different thresholds of yield stresses in active elements are presented in Figures 5.9(b)
to (c).

For the highest threshold of 6 × 108 Pa, the response of the structure is elastic, while thresh-
olds of 1 × 108 Pa and 2.6 × 107 Pa (optimal solution) provide permanent plastic deformation.
It is clearly visible that an adaptive strategy provides a very significant reduction of the accel-
eration level (cf. Figure 5.10) and that control parameters in active elements should be adjusted
according to the severity of the impact.

5.3.2 Optimal Control

Two strategies of semi-active and active control might be considered. In the first strategy, yield
stresses in structural members located in active zones remain unchanged during an impact.
In the second one, a possibility of real-time changes in control parameters is assumed. The
following discussion will be focused only on the semi-active approach, which provides a good
balance between the expected results and complexity of the control strategy.

A position of active elements follows from an assumption that only selected parts of the
considered structure would be exposed to a danger of an extreme dynamic load. A number
of active elements and their structural properties should be chosen as a result of the separate
optimization task.

The problem of the control may be formulated as follows: for a given structure A and a
given set of active elements Ei ∈ A, find the optimal distribution of control yield stresses σ

p
i

that minimize the objective function f defined by the impact norm I2 (providing information
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Figure 5.10 Horizontal acceleration of the monitored node, for the passive and the optimal plastic

solutions

about the average acceleration level at monitored degrees of freedom):

min f (σi ) : f → I2 (4)

I2 = 1

T

T∑
t=1

Ncntr∑
i=1

∣∣q̈cntr
i (t)

∣∣ (5)

with the following constraints, imposed on control stresses and displacements in active
elements:

σ P
i ∈ 〈σ min, σ max〉 (6)

max{qi (t) ∈ A} ≤ qmax
i (7)

Two additional measures of structural dynamic response, describing the overall acceleration
level in the structure and maximal acceleration values at specified degrees of freedom (DOFs),
may be introduced:

I1 = 1

T N

T∑
t=1

N∑
i=1

|q̈i (t)| (8)

I3 = max
t,i

{∣∣q̈cntr
i (t)

∣∣} (9)

where T is the time of the analysis, N the number of DOFs and Ncntr the number of monitored
DOFs.

5.3.3 Structural Recovery

After optimal impact absorption, permanent deformation should be localized in selected active
elements. Assume that residual strain in an active element is equal to εR

i . Low-level vibrations
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Figure 5.11 Structural fuse in the self-repair mode

induced by a shaker (external or embedded into the structure) generate strains εi (t), which can
be used to recover the initial length of distorted elements. When residual and actual strains
have opposite signs the structural fuse opens and releases accumulated distortions. In the case
of equal signs, the fuse remains closed:

σi (t) =
{

σ O if εi (t) εR < 0,

σ C if εi (t) εR > 0,

σ O open

σ C closed: σ C � σ O (10)

Figure 5.11 presents the behavior of a structural fuse in the self-recovery mode. In order to
ensure stability, only one active zone should be recovered at a time.

5.3.4 Numerical Example of Adaptation and Recovery

The following subsection presents an example of self-adaptation of a tall, compliant tower to
a dynamic load (M = 1500 kg, v0 = 8 m/s, F = 20 kN), followed by the process of structural
recovery. The 48 m high truss structure is depicted in Figure 5.12(a). It is assumed that an
impact can take place only at specified nodes. Therefore, four active zones are located in the
lower part of the structure. Values of the control yield stresses in structural fuses belong to the
range of < 1 × 105 Pa, 6 × 108 Pa>.

All the passive elements have a uniform yield stress value of 6 × 108 Pa. The cross-sectional
area of the active elements is 5 times higher than in case of the passive ones. Stability of the
structure is ensured by a constraint imposed on the maximal displacement of the loaded node:
qmax < 0.8 m. The passive and optimal deformations (heuristic solution) with the impact norms
are presented in Figures 5.12(b) and (c).

Structural recovery was performed according to the procedure described in the previous
subsection. A sine-shaped, horizontal dynamic load (amplitude 8×104 N, frequency 20 Hz)
was applied at the support level of the structure. The values σ C and σ O in structural fuses were
chosen as 1 × 106 Pa and 1 × 103 Pa, respectively. The residual distortions were subsequently
removed from active zones 1 to 4. The results of the self-repair are depicted in Figures 5.12(d)
to (g). Evolution in time of acceleration and displacement at the controlled node for the optimal
and passive solutions is presented in Figure 5.13.
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5.4 Absorption of Repetitive, Exploitative Impact Loads
in Adaptive Landing Gears

5.4.1 The Concept of Adaptive Landing Gear

An adaptive landing gear is a landing gear (LG) capable of active adaptation to particular
landing conditions by means of a controlled hydraulic force. The objective of the adaptive
control is to mitigate the peak force transferred to the aircraft structure during touchdown,
and thus to limit the structural fatigue factor. The objective of shock absorbers is to mitigate
undesirable dynamic effects caused by accidental impact forces acting on the protected struc-
ture. The impacts can be considered in catastrophic and noncatastrophic scales, but in both
cases the proper energy absorption capabilities of the landing gears and structural elements
are significant from the point of view of safety [3–5].In noncatastrophic cases, one of the force
origins is kinetic excitations coming from the shock of the base, where it is fixed to the structure
(e.g. road vehicles, rail vehicles, aircraft during landing and taxiing) [6,7]. Impacts result in the
impulsive generation of acceleration levels within the suspension. The objective of the shock
absorbers is then to minimize the acceleration peak levels being transferred to the structure.

The classical methodology of shock absorber conceptual design allows tuning of the damping
and stiffness characteristics to one particular magnitude of the impact energy. However, in
the case of landing gear shock absorbers, the impacts vary significantly between landings.
According to industry regulations, all landing gears are optimized for the case of an impact
with the maximum aircraft weight and sink speed (i.e. max. impact energy). This is purely
for reasons of safety. This situation results in nonoptimal landing gear behavior for more
common landings with lower impact energies. More specifically, this nonoptimal behavior
results in the generation of very high damping forces and an unwanted reduction in the effective
stroke. Consequently, acceleration of the protected structures is increased. These unnecessary
overloads of the structure significantly influence the fatigue processes. A solution for the
mentioned problem is the introduction of an adaptive landing gear, which has the possibility
of fitting its characteristics to particular landing sink speeds and weights of the aircraft.

This adaptation of the shock absorber would allow optimal performance to be achieved for
a wide range of impact velocities and weights of the structure. The introduction of such a
system would reduce the fatigue of the protected structure, as a result of reduced accelerations
that the structure is subjected to. The statistical benefit from the introduction of an active LG
(ALG) was estimated at 16 % [8]. The force generated by the LG depends on the difference
between the fluid pressures in the lower and upper chamber of the strut [9, 10] (Figure 5.14).
This force can be controlled in three ways. The pressure drop can be modified via control of the

Upper

chamber

Lower

chamber

Figure 5.14 Classical shock strut scheme
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gas pressure in the upper chamber or by regulating the fluid flow resistance across the orifice
(using a fast actuated valve or by changing the rheological properties of the fluid in the gap).
An interesting ALG concept for improving the energy dissipation of a landing impact was
considered by NASA researchers for many decades. The researchers at the Langley Research
Centre developed a system that was designed to change the pressure drop between the upper
and lower chambers of the shock absorber. The system contained two gas accumulators, which
were connected to the chambers by servo valves. The damping force of the strut was influenced
by increasing or decreasing the pressure difference between the chambers. However, the valve
operation was too slow when it faced the landing impact phenomenon [11–15].

In recent years conceptual research was performed on adaptive landing gears actuated via
magnetorheological fluids, which solved the problem of time delays (cf. the ADLAND project
[16, 17]). Implementation of the MRF into the shock absorber gives a unique opportunity to
control the pressure drop between the upper and lower chambers. The fluid has a feature of
changing its apparent viscosity when it is subjected to an external magnetic field [18]. By
having the magnetic force generator incorporated around the hydraulic orifice, a controllable
valve effect can be reached by means of control of the local apparent viscosity of the fluid. The
time delays of the MRF valve’s operation depend on the rate of generation of the magnetic
excitation [19].

5.4.2 Control System Issues

The control system for the adaptive landing gear is a challenging task to design. The designer
must take into account a series of aspects that cannot be neglected, which are the result of
the aircraft’s ground operations. The control system design must consider the following three
important problems.

The first problem is related to the duration of the phenomenon. In general, the landing im-
pact lasts between 50 and 200 ms, depending on the size of the landing gear and the landing
conditions. This short time period makes it difficult to implement the control strategies ef-
fectively as the present actuators are not able to respond fast enough. High response valves
currently available on the market offer the best time performance on the level of 10–12 ms
operational delay in the case of hydraulic valves, directly operated, with electrical position
feedback [20]. When it comes to the pneumatic solutions, the fastest designs for valves give
the possibility of operation with the time delay equal to 12 ms in the version with an additional
pressure accumulator [21]. An important disadvantage of the mentioned solutions is the fact
that the standard valve weights are around 2.5 kg. These were strong limitations in the field of
application of the active solutions into the adaptive impact absorbers. The proposed actuating
systems collaborating with the designed hardware controllers are able to execute one control
loop with a delay of approximately 4 ms. This means that the system is able to update the
control signal around 13 times in the case of a 50 ms impact duration. If it is assumed that four
or five loops would be consumed for recognition of the process conditions, then the remaining
period would be insufficient for execution of an efficient control process. Another important
factor is that the impact is random in nature. In contrast to a harmonic process, it is not possible
to characterize an impact on the basis of one period and to implement the proper control law
for the following periods of the process duration. In these circumstances it is necessary to
apply a control system in which the feedback control strategy is assisted by an impact energy
prediction unit. The energy prediction unit would process the sink speed, position and the
actual weight of the aircraft, in order to provide an estimate of the coming impact. Estima-
tion of the aircraft’s sinking speed is presently achieved using the pressure-based altimeters.
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However, a much higher accuracy is required for the above purpose. For this vertical velocity
measurement (sink speed), the following instruments are considered to be feasible: photolaser,
low-power radars, ultrasound sensors. The measurements of the actual mass of the aircraft can
be conducted in a passive or an active routine. The passive routine consists of storing data
about the aircraft’s takeoff mass and its center of gravity. This requires an estimation of the
fuel consumption before landing. The active method of mass estimation can be realized via
introduction of the real-time mass identification system [22], which enables identification of
the actual weight loading of each landing gear strut. When real-time mass identification is
used with an integrated sink speed measurement, it is possible to assess precisely the energy
of the coming impact for each wheel. This configuration would make it possible to establish
the optimal strategy for active energy dissipation of the whole structure.

The second problem to be considered for the design of the active landing gear is calculation
of the exact position of the aircraft during landing in relation to the runway. The position is
important since the impact energy dissipation process must be significantly different, depending
on whether the plane lands on one or both main landing gears. The position of the aeroplane
is continuously monitored during flight by gyroscopic sensors, but the measurements give the
absolute outcome and it is not possible to calculate the exact position of the aeroplane in relation
to the surface of the runway. One method of conducting these measurements is to integrate the
height sensors with sink speed sensors on each landing gear. This would enable monitoring of
the 6 DOF position of the aeroplane, allowing the landing gears to adapt more effectively to
the coming impact. The third problem that must be considered in the design of active landing
gears is the springback force that occurs during touchdown. Springback forces come from the
acceleration of the wheels after contact with the runway surface. The circumferential velocity
of the wheels must be equalized with the horizontal velocity of the aircraft. The horizontal
component of the load vector acting on the landing gear causes bending of the strut. The
deflected strut springs back rapidly and increases seal friction within telescopic oleopneumatic
landing gears. This phenomenon introduces significant friction damping, which acts parallel
to the oleodamping generated by the orifice. The influence of friction damping is very difficult
to predict since it varies with each landing and is dependent on the horizontal speed of the
aeroplane, the sink speed of the aeroplane, runway adhesion, temperature and the exact 6 DOF
position of the aeroplane. Prediction of the exact value of friction is a very complex task and
the result can be estimated with a significant error. In the case of a control system for which
the damping force would be treated as an input, the safest and most convenient solution is to
use a sensor that measures the total force generated by the landing strut and to modify it with
the adaptive component. Control systems used in such a routine were analysed and tested in
the laboratory [22], but the measurement of the total axial force in the strut is a challenging
problem due to technological limitations in real applications.

According to the presented discussion, the preliminary requirements for the active landing
gear control system are as follows. In connection with the fact that the impact process duration
does not exceed 50 ms in the most severe cases, the control system must have the capability of
recognizing the impact energy before touchdown in order to adapt the system before the process
starts. The second requirement is that the system (actuator + sensors + control hardware)
must have the capability to update its state within 4 ms in order to keep the control system
performance efficient. The third established requirement for the control system refers to the
feedback signal on which the control is based. The signal must describe the total reaction of
the landing gear during the process. One of the possible signals can be the total interface force
between the strut and the aircraft structure [23], but the force sensor is difficult to assemble from
the technological point of view. In the case of landing gear shock absorbers, it is possible to
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mount a pressure sensor of the hydraulic fluid inside the chambers. However, the pressure
signal can give only information about the hydraulic shock-absorbing force acting on the
structure. The signal does not give any information about the frictional forces, tire forces or
the springback phenomenon. The parameter that gives absolute information on the reactions
of the fuselage and landing gear is the acceleration measured at the top of each landing gear.
This signal can be chosen as the input signal for the control system.

5.4.3 Modeling of ALG

As a reference, a standard oleopneumatic one-stage cantilever-type [14–16] passive nose LG of
an I23 light aircraft [4] is used, with no structural modifications assumed besides the possibility
of an instantaneous active control.

For the purposes of this analysis, the (A)LG is represented by a 2 DOF system, shown
schematically in Figure 5.15, and modeled by the following set of equations (a modified
version of the equations derived by Milwitzky and Cook in Reference [10]):

m1 z̈1 = m1g − FS − mgL
m2 z̈2 = m2g + FS − FG (11)

z1(0) = z2(0) = 0

ż1(0) = ż2(0) = v0

where m, m1 and m2 are respectively total, upper (aircraft) and lower (wheel) masses (m =
m1 + m2, m2 = 8.71 kg); z1 and z2 denote their vertical displacements from initial contact; L
denotes the lift factor (L = 0.667 [24]); FG is the vertical force acting on the tire at the ground;
FS is the total axial strut force; and v0 denotes the initial landing sinking velocity.

Figure 5.15 Schematic diagram of forces acting in a landing gear
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Figure 5.16 Measured and fitted tire force–deflection characteristics (I23 nose LG)

The total mass m and the sinking velocity v0 are limited [25] by

288 kg = mmin ≤ m ≤ mmax = 422 kg
0 m/s = v0(max) ≤ v0 ≤ v0(max) = 2.93 m/s

(12)

For the assumed, detailed statistics of the landing mass m and sinking velocity v0, see Sec-
tion 5.4.5, where m is the reduced mass (mass per landing gear) and is less than the total
landing mass of the aircraft, 422 kg corresponds to the maximum I23 design landing mass
of 1117 kg and 282 kg was chosen to be proportional to the mass of an empty aircraft with a
pilot [25].

The dynamic tire force–deflection characteristics of the I23 nose LG, denoted in Equa-
tion (11) by FG, has been obtained by fitting experimental data measured in three dynamic
tests (see Figure 5.16). The least squares fit is a fourth-order polynomial:

FG(z2) ≈ (7.3 × 104 + 5.4 × 106z2 − 8.6 × 107z2
2 + 6.4 × 108z3

2) max(z2, 0)

where the last multiplier denotes symbolically that FG vanishes when the tire hovers above the
ground.

The total axial strut force FS is modeled as a sum of four forces:

FS = Fa + Fh + Ff + Fd (13)

which are respectively strut pneumatic, hydraulic and friction forces, denoted by Fa, Fh and Ff,
and the delimiting force Fd, which prevents excessive strut elongation. Notice that introduction
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of the actually occurring delimiting force Fd greatly simplifies modeling of the landing process,
as compared to the approach of Milwitzky and Cook [10], since the LG can be uniformly
modeled as a 2 DOF system during the whole landing, including its initial stage and – if
necessary – rebounds. The total strut force and the component forces depend directly on the
strut axial stroke s,

s = z1 − z2

The pneumatic force Fa in Equation (13) is modeled in accordance with the polytropic law for
compression of gases,

Fa(s) = p0 Aa

(
V0

V0 − s Aa

)n

(14)

while the hydraulic force Fh is modeled in the standard way [10] as

Fh(ṡ) = sign(ṡ)
1

2

ρ A3
h

C2
d A2

o

ṡ2 (15)

The friction occurring in the strut is assumed to be dry friction only [10] and is modeled by

Ff(ṡ) = Cf

2

π
arctan(104ṡ) (16)

where the inverse tangent function was used to ensure smooth variations of the friction force
at the turning points and to enable numerical integrations of the equations of motion. The
delimiting force Fd prevents excessive elongation of the strut and attempts to model the actual
force occurring on the strut delimiter. It acts within the last ld of the fully elongated strut and
is modeled by a simple spring force as

Fd(s) = p0 Aa min

(
s − ld

ld

, 0

)
(17)

where the coefficient p0 Aa has been chosen to obtain equilibrium at full elongation: Fd(0) +
Fa(0) = 0. Possible oscillations of a fully elongated strut are damped directly by the hydraulic
force Fh.

The symbols used in Equations (14) to (17) are explained in Table 5.1. The numerical values
of p0, V0 and of the dry friction coefficient Cf have been obtained by numerical fitting of LG
quasi-static compression data. The trimming bounds on Ao, which is the controlling param-
eter, are chosen arbitrarily to model real technological constraints. Notice that the following
simplifying assumptions concerning the friction have been made:

� The dynamic friction equals the quasi-static friction.� The strut friction is not considerably affected by the normal loading occurring due to tire
friction in the first milliseconds of the landing process at the wheel axle. This is an oversim-
plification in the case of a cantilever-type LG but can be legitimate in the case of levered
trailing arm gears.
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Table 5.1 Symbols used in Equations (14) to Equation (17) [10, 25, 26]

Symbol Numerical value Explanation

Aa 1.385 × 10−3 m2 Pneumatic area

p0 1.028 MPa Initial air pressure in the upper chamber

V0 171 × 10−6 m3 Initial air volume in the upper chamber

n 1.1 Polytropic exponent for the air compression process

ρ 872.6 kg/m3 Density of hydraulic fluid (Aeroshell 41)

Ah 1.018 × 10−3 m2 Hydraulic area

Ao Ao(min) ≤ Ao

Ao ≤ Ao(max)

Cross-sectional area of the discharge orifice

Ao(min) 5 mm2 Technological lower bound on Ao

Ao(max) 40 mm2 Technological upper bound on Ao

Cd 0.6 Orifice discharge coefficient

Cf 559 N Dry friction coefficient

ld 500 × 10−6 m Delimiting force acting interval

Accuracy of the model can be partly verified by comparison of calculated forces and dis-
placements with the forces and displacements measured in tests of a real I23 nose LG, passive
version. The Institute of Aviation (Warsaw, Poland) has made available two sets of measure-
ment data suitable for the comparison:

(1) mass m = 422 kg, sinking velocity v0 = 2.93 m/s, lift factor L = 0.667;
(2) mass m = 422 kg, sinking velocity v0 = 3.52 m/s, lift factor L = 1.

The first case corresponds to the highest-energy design landing conditions, (see Equation (12))
while the second is even more demanding. Figure 5.17 compares the calculated and measured
tire forces FG, while Figures 5.18 and 5.19 compare the calculated and measured aircraft and
tire displacements (z1 and z2). The discharge orifice area Ao was assumed to equal 17.43 mm2,
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Figure 5.17 Measured and computed tire force FG, passive LG: test case 1 (m = 422 kg, v0 = 2.93 m/s,
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Figure 5.18 Measured and computed displacements of aircraft z1 and tire z2, passive LG: test case 1

(m = 422 kg, v0 = 2.93 m/s, L = 0.667)

which is the optimum value in the case of a passive LG (see Section 5.4.4). Simulations and
measurements agree well in the case of the tire force FG, the first 150 ms of tire displacement
z2 and the first 100 ms of aircraft displacement z1, which corresponds to the strut compression
phase. However, there is an increasing discrepancy between the displacements calculated and
measured in the strut decompression phase, which starts approximately 100 ms after the impact.
The discrepancy suggests additional factors coming into play during the strut decompression
phase (possibly recoil orifices and hydraulic oil foaming), which cannot thus be modeled using
a constant recoil orifice area. Nevertheless, the strut compression phase seems to be modeled
reliably; hence all considerations of this paper concerning the peak strut force Fpeak and the
proposed control strategies are valid.
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Figure 5.19 Measured and computed displacements of aircraft z1 and tire z2, passive LG: test case 2

(m = 422 kg, v0 = 3.52 m/s, L = 1)
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5.4.4 Control Strategies

It is assumed that the landing scenario is fully defined by two basic parameters:

(1) total landing mass per strut m;
(2) initial strut sinking velocity v0.

Their ranges are given in Equation (12), their distributions in Section 5.4.5. The common
objective of all the investigated control strategies is to minimize the peak strut force Fpeak

occurring during the landing. The evolution of the total strut force FS is fully determined by
the control parameter, which is area Ao of the discharge orifice.

Essentially, there are three control strategies possible [27]:

� Passive LG (PLG), i.e. no control. The orifice area Ao is constant and cannot be adjusted to
particular landing conditions. Nevertheless, its pre-set constant value is optimized to mitigate
the peak strut force occurring at the highest-energy landing conditions (maximum design
landing mass and sinking velocity).� Semi-active LG (SLG). The orifice area Ao is optimally set directly before each landing, based
on the actual sinking velocity v0 and/or mass m, which have to be measured or known in
advance. Ao remains constant during the landing process, which makes the strategy relatively
easy to implement, since no quick closed control loops are necessary.� Active LG (ALG). The orifice area Ao changes continuously during the landing process,
according to a strategy defined by actual values of the initial sinking velocity v0 and/or
mass m, which have to be measured or known in advance. This strategy potentially yields
the highest improvement, but requires quick closed control loops and accurate real-time
measurement data, which may result in instabilities.

The strategies apply to the strut compression phase only. During the decompression phase, the
recoil orifices appear instead of the main discharge orifice, the numerical model has thus to be
modified and the optimization goal redefined. However, as the (to-be-minimized) peak strut
force Fpeak occurs within the strut compression phase, modeling of the decompression phase
is outside the scope of this paper.

To apply the active or the semi-active control strategy, as defined above, the actual landing
scenario has to be at least partially known in advance. In real conditions the sinking velocity
v0 can be relatively easily measured just before the touchdown by a dedicated sensor (e.g.
ultrasonic, one per LG). However, it may not be possible to know the exact actual value of the
total landing mass per strut m. Therefore, altogether five strategies are analysed and compared,
differing in the control scheme and availability of m:

(1) passive LG (PLG);
(2) semi-active LG (SLG): both v0 and m are known before landing;
(3) velocity-driven semi-active LG (VD-SLG): only v0 is known before landing;
(4) active LG (ALG): both v0 and m are known before landing;
(5) velocity-driven active LG (VD-ALG): only v0 is known before landing.

To investigate and assess the strategies, the equations of motion (11) had to be solved numeri-
cally, which was done with explicit methods and the time step 5 μs or 50 μs (active strategies).
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Figure 5.20 Passive LG: computed dependence of the peak strut force Fpeak on the discharge orifice

area Ao at the highest-energy design landing scenario (m = 422 kg and v0 = 2.93 m/s)

The peak strut forces computed at 5 μs and 50 μs differed by approximately 0.1–0.2 %, which
is acceptable to compare the strategies reliably.

5.4.4.1 Passive LG

The pre-set constant discharge orifice area APLG
o has to be chosen to minimize the peak force

occurring during the highest-energy design landing scenario. Figure 5.20 shows the dependence
of the peak strut force FPLG

peak (mmax, v0(max), Ao) on the discharge orifice area Ao. The left slope
corresponds to the decreasing peak of the hydraulic force, while the right slope corresponds to
the increasing peak of the pneumatic force. The minimum value of 17 021 N has been found
at APLG

o = 17.43 mm2, where both peaks are equal. The corresponding computed tire peak
force equals 17 374 N, which is relatively very close to the measured value of 17 400 N (see
Figure 5.17).

Thus, the maximum design strut force was assumed to be Fmax = 17 021 N. The optimum
discharge orifice area for a passive LG is APLG

o = 17.43 mm2:

Fmax = 17 021 N

APLG
o = 17.43 mm2 (18)

5.4.4.2 Semi-active LG

A graph of Fpeak in dependence on the orifice area Ao (similar to that shown in Figure 5.20) can
in fact be drawn for each combination of landing mass m and vertical velocity v0. Therefore,
if both m and v0 are known or measured just before the touchdown, the discharge orifice area
Ao can be set to the optimum value ASLG

o (m, v0), within the technological bounds Ao(min) and
Ao(max) (Table 5.1), which yields the technologically attainable minimum peak force

FSLG
peak (m, v0) := Fpeak

(
m, v0, ASLG

o (m, v0)
)
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Figure 5.21 Semi-active LG: computed dependence of the optimum discharge orifice area on the total

mass m and sinking velocity v0

This is substantially advantageous to the passive LG, which is optimized only for the highest-
energy design landing scenario.

Figure 5.21 shows the dependence of the computed optimum discharge orifice area
ASLG

o (m, v0) on the landing conditions. At standard landing conditions (low sinking veloc-
ity), the optimum orifice area ASLG

o considerably exceeds the constant value APLG
o used in the

passive LG (Equation (18)). Hence, at the same landing conditions, the peak strut force in the
semi-active LG can be expected to be considerably lower than in the passive LG. The relative
improvement is shown in Figure 5.22. There is obviously no improvement in the highest-
energy landing scenario, since the SLG amounts then to the PLG. The effect of the semi-active
control becomes apparent as the mass or sinking velocity decreases. However, at low sinking
velocities, the advantage of the SLG over the PLG tends to diminish, which is due to the effect
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Figure 5.22 SLG compared to PLG, relative improvement: computed ratio of the peak strut force in the

optimally controlled SLG to the peak strut force in PLG, in dependence on the total mass m and sinking
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of the initial stiffness of the air spring: the landing energy is too low to compress considerably
the strut and trigger the hydraulic force. Thus most of the vertical displacement is the tire
deflection, and it is not possible to take advantage of the semi-active control scheme.

5.4.4.3 Velocity-Driven (VD) Semi-active LG

The semi-active control strategy requires both the landing mass m and sinking velocity v0 to
be known before landing. However, in practice only the velocity v0 can be relatively easily
measured, and thus the discharge orifice area Ao has to be chosen to minimize the peak strut
force in the corresponding highest-energy landing scenario, i.e. at the highest mass mmax,

AVD-SLG
o (v0): = ASLG

o (mmax, v0)

The performance of the VD-SLG must thus suffer, compared to the SLG. However, as Fig-
ure 5.21 shows, the decisive parameter influencing ASLG

o is not the mass m but the landing
velocity v0; hence the difference does not need to be very pronounced. A comparison of the
performance of the VD-SLG and PLG is shown in Figure 5.23, which may be compared with
Figure 5.22. At low sinking velocities the same effect of the initial stiffness of the air spring
occurs.

5.4.4.4 Active LG

In an actively controlled LG the discharge orifice area Ao is actively modified during the strut
compression phase. The equations in Section 5.4.3 directly relate the total strut force FS to Ao

by

FS = Fa + Ff + Fd + 1

2
sign(ṡ)

ρ A3
h

C2
d A2
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ṡ2
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Figure 5.23 VD-SLG compared to the PLG, relative improvement: computed ratio of the peak strut

force in the optimally controlled VD-SLG and PLG, in dependence on the total mass m and sinking

velocity v0
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Hence, if instantaneous control is assumed, an obvious method to keep the total strut force FS

at a desired limit value Flimit is actively to set Ao during the compression phase according to

A2
o =

{
A2

o(max) if Flimit ≤ Fa + Ff + Fd

max
[

A2
o(min), min

(
A2

o(max),
ρ

2

A3
h

C2
d

ṡ2 sign(ṡ)
Flimit−Fa−Ff−Fd

)]
otherwise,

(19)

where the first value offers the instantaneous minimization of FS in case it inevitably exceeds
Flimit.

According to Equation (19), at the very beginning of the strut motion, when the total strut
force FS is still low, the discharge orifice area Ao is set to Ao(min) and stays so untill FS attains
Flimit. Thereafter Ao is actively controlled within the given limits until the decompression phase
begins. Therefore, the active approach of Equation (19) requires optimization of the peak force
with respect to only one parameter Flimit, which has to be performed for all landing conditions
defined by m and v0.

However, Equation (19) is only an approximation to the optimum active control. A finer
control strategy, applied especially in the beginning (before attaining Flimit) and possibly at
the end of the compression phase, could further reduce the peak force. To come closer to
the optimum strategy, the strut can be softened in the beginning of the impact by setting the
initial discharge orifice area to a given value Ao(ini). The active control of Equation (19) begins
first when the force limit Flimit has been attained. In a real LG it will also reduce the initial
tire–runway friction, allow for a gradual wheel spinup and reduce the springback effects. This
results in optimization with respect to two parameters:

(1) initial area of the discharge orifice Ao(ini);
(2) desired strut force limit Flimit, for triggering and managing the phase of active control

according to Equation (19).

Figure 5.24 shows the relative improvement in comparison to the SLG. This is an additional
improvement, which should be multiplied by the improvement of the SLG (Figure 5.22) to
obtain the total improvement to the PLG.
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Figure 5.24 ALG compared to the SLG, relative improvement: computed ratio of the peak strut forces

in the optimally controlled ALG and SLG in dependence on the total mass m and sinking velocity v0
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Figure 5.25 VD-ALG compared to the PLG, relative change: computed ratio of the peak strut force in

the optimally controlled VD-ALG and PLG in dependence on the total mass m and sinking velocity v0;

the contour line marks the 100 % level

The advantage of the ALG over the SLG at standard landing conditions (low sinking speed)
amounts to not more than 3 % and is rather insignificant. However, at the highest-energy landing
conditions it attains the maximum of approximately 9 %, which is significantly better than the
semi-active strategy (which in this case shows no improvement).

5.4.4.5 Velocity-Driven Active LG

Similarly to VD-SLG, a VD-ALG can be considered to study the practical scenarios when the
mass m is not known before the landing, and should be thus assumed to be the maximum mmax:

AVD-ALG
o(ini) (v0) := AALG

o(ini)(mmax, v0)

FVD-ALG
limit (v0) := FALG

limit (mmax, v0)

Figure 5.25 compares the performances of the VD-ALG and PLG. At low landing mass the
peak force can be even higher than in the standard PLG, which renders the pure VD-ALG
strategy useless. Therefore, it will be skipped in further parts of this paper.

5.4.4.6 Example

All sample simulations presented in this subsection are based on the landing conditions m =
350 kg and v0 = 1.5 m/s, which are taken as examples and lie approximately in the middle of
the design range of Equation (12).

Figure 5.26 compares the computed strut forces in the PLG and SLG during the first 200 ms
of the landing process. Figure 5.27 shows the forces in the ALG along with the details of the
applied active control. Two small temporary decreases of the total strut force at approximately
60 ms and 100 ms are results of attaining the lower limit Ao(min) imposed on the orifice area
(see the active control plot). The total strut force FS does not equal exactly the sum of the
pneumatic Fa and hydraulic forces Fh; the difference equals the friction and the delimiting
force (see Equation (13)). Notice how the pneumatic and hydraulic force peaks, which are
unequal in the PLG, are made equal in the SLG and additionally leveled in the ALG.
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Figure 5.26 Comparison of computed pneumatic, hydraulic and total strut forces in the PLG and SLG

for m = 350 kg and v0 = 1.5 m/s

Figure 5.28 compares the hysteresis (strut force FS versus strut deflection s) computed for
the four considered strut types. The advantage of the SLG over the PLG is clear: the hydraulic
and pneumatic force peaks could be made equal due to the optimally increased orifice area Ao.
If the landing mass m is not known (VD-SLG), the orifice area has to be tuned to the maximum
mass and the peaks are not equal, although lower than in the PLG. The advantage of the
ALG over the SLG is much less pronounced: both peaks could be additionally leveled a little.
Further reduction of the peak strut force is possible only by increasing the force growth rate
in the first 25 ms by decreasing the initial orifice area Ao(ini). However, in a real LG this would
considerably increase the tire–runway friction and the springback effect. It would also require
a substantial increase of the orifice area upper limit Ao(max) to maintain the constant force level
in the subsequent 25 ms (see the first peak of the active control in Figure 5.27).
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Figure 5.28 Strut force hystereses in the PLG, VD-SLG, SLG and ALG for m = 350 kg and v0 =
1.5 m/s

5.4.5 Potential for Improvement

5.4.5.1 Air Spring Influence

A typical landing scenario involves a low sinking velocity (see Figure 5.29). However, the
investigated control strategies reveal improvements only for medium-to-high sinking velocities
(see Figures 5.22, 5.23 and 5.24). This is due to the effect of the pre-stressed air spring: to
compress the strut further than the delimiting force acting range ld = 0.5 mm, the strut force
has to overcome the joint effect of the pneumatic and friction forces, which amounts to 1983 N
(see Table 5.1, Equations (14) and (16) and is comparable to the peak force at v0 = 0 m/s,
which was computed to be 1993–2179 N, depending on the mass. Therefore, at low sinking
velocities the strut is being barely compressed and there is practically no hydraulic force to be
controlled. As a result no strategy based on hydraulic force control can yield any improvement
at low sinking velocities.
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Figure 5.29 Assumed occurrences of sinking velocities per 1000 landings
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An imminent idea is to alter the construction of landing gear and soften the air spring
at the beginning of the strut stroke, e.g. by double-acting shock absorbers with a double
air chamber [9]. A closer examination, however, reveals that the static runway loading is
considerably higher than the landing peak force in the PLG at low sinking velocities. This
is due to the lift factor L = 0.667, which occurs in Equation (11) and disappears in static or
taxiing conditions. Therefore, the (semi)-active control strategies can in fact be considered
necessary only in the cases when the peak force in the PLG is significant, i.e. exceeds the
static loading, FPLG

peak (m, v0) > mg. This occurs at higher sinking velocities only as the limiting
velocity ranges from 0.54 m/s to 0.85 m/s, depending on the landing mass m.

5.4.5.2 Mean and Median Peak Strut Force

Figures 5.22 to 5.25 compare the performance of the discussed LG types for each design
landing condition separately. An overall comparison is possible by statistical means if the
probability distributions of landing conditions are defined. The initial sinking velocity v0 and
the total mass m are assumed to be independent. To ease the statistical computations, their
ranges in Equation (12) have been discretized into 20 equally spaced values. The distribution
of the landing mass has been assumed to be uniform in the whole range of 282–422 kg, which
leads to 50 occurrences per 1000 landings for each of the 20 discretized values. The assumed
discretized distribution of the initial sinking velocity v0 is listed in Table 5.2 (cumulative
occurrences) and illustrated in Figure 5.29 (occurrences).

Table 5.3 compares statistically the performances of four LG types in terms of the expected
and median peak strut forces. Two cases have been considered, unconditional and conditional:

1. All landing conditions have been taken into account; unconditional E[Fpeak] and
median[Fpeak] have been computed for the four control strategies considered.

2. Only landings with the PLG peak strut force exceeding the static load have been taken into
account, which results in conditional probability distributions, expected values and medians

E
[

Fpeak | FPLG
peak > mg

]
, median

[
Fpeak | FPLG

peak > mg
]

being computed. This case reports on the statistical reduction of significant peaks.

Table 5.2 Assumed cumulative occurrences of sinking velocities per

1000 landings

Sinking Cumulative Sinking Cumulative

velocity v0 (m/s) occurrences velocity v0 (m/s) occurrences

0.00 1000.0 1.54 63.0

0.15 994.6 1.70 33.8

0.31 925.6 1.85 17.7

0.46 811.3 2.00 9.7

0.62 669.6 2.16 4.7

0.77 518.8 2.31 2.5

0.93 380.2 2.47 1.6

1.08 260.3 2.62 1.0

1.23 172.9 2.78 0.6

1.39 108.4 2.93 0.3
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Table 5.3 Performance of four LG control strategies, a statistical comparison:

case 1 unconditional values (all landing scenarios); case 2, conditional values

(landings with the PLG peak strut force exceeding the static load)

Peak strut force Relative improvement

Expected Median Expected Median

LG type value (kN) value (kN) value (%) value (%)

Case 1: unconditional (all landing scenarios)

PLG 3890 3527 — —

VD-SLG 3618 3284 7.0 6.9

SLG 3386 2992 12.9 15.2

ALG 3331 2959 14.4 16.1

Case 2: conditional (FPLG
peak > mg)

PLG 4962 4613 — —

VD-SLG 4565 4232 8.0 8.3

SLG 4202 3878 15.3 15.9

ALG 4106 3790 17.2 17.8

5.4.5.3 Safe Sinking Velocity Range

Table 5.3 evaluates the four discussed control strategies in statistical terms by comparing their
performances in design landing conditions (Equation (12)). The optimum strategy for strut
force control also allows the sinking velocity range to be extended beyond v0(max) = 2.93 m/s
without exceeding the peak strut force limit Fmax. Figure 5.30 compares, in terms of the landing
mass m at three control strategies (PLG, SLG, ALG), the maximum safe sinking velocities v,
which are defined by

Fpeak(v, m) = Fmax
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The velocity-driven semi-active strategy (VD-SLG) has been skipped, since it assumes no
information about the landing mass m and is hence bound by v0(max) = 2.93 m/s, which occurs
at mmax.

5.4.6 Fast Control of an MRF-Based Shock Absorber

Active adaptation systems that are intended to operate in the conditions of impact must re-
spond faster than the duration of the controlled phenomenon. The actuation time delay should
be at least 10 times faster than the total duration of the physical phenomenon. One of the
potential actuation systems considered for the case of adaptive impact absorbers is magne-
torheological fluid (MRF). The medium gives a unique opportunity of designing compact
magnetorheological dampers (MRDs) with the possibility of smooth changing of its damping
force. The fluid changes its properties when it is affected by an external magnetic field. How-
ever, the devices require very careful design in order to withstand all the demands. The main
aspects, which have an important influence on the MRD, are: (1) the design of a mechanical
structure, (2) the design of a magnetic circuit that should provide magnetic flux on the required
level, (3) selection of the adequate MRF which should ensure the necessary yield stress, (4)
selection of the proper size and shape of the housing in order to find the proper thermal bal-
ance and (5) the total response time of the magnetorheological (MR) device should satisfy the
dynamic requirements of the system under control. The total response time of MR devices
depends on the operation of the magnetic actuator. The actuating element in such a system
is a compact electromagnet. Intensity of the magnetic field is the factor that influences the
behavior of the MRF. At the same time the response time of the electromagnet is the parameter
that determines the time delay of operation of the complete actuation system. Figure 5.31
presents the simplest circuit that describes the electromagnet. Two parameters are crucial for
the element: resistance of coil R and inductance of coil L. The magnetic field generated by
the coil is proportional to the value of current in the circuit. In the case of the step response of
the RL circuit, the process of current rise has the character depicted in Figure 5.32. The time
of response of this system is defined as reaching by the circuit 95 % of the demanded current
value. The governing equation for the considered RL circuit can be written as follows:

L
di

dt
+ Ri = U (20)

U 

I 

RL L 

UR UL 

Figure 5.31 RL circuit of the electromagnet
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Figure 5.32 Step response of the RL circuit

and the solution can be found as

i (t) = U

R

(
1 − e(R/L)t

)
(21)

The ratio L/R is called the time constant of the circuit and is proportional to the time required
by the system to reach the steady-state value of the current:

τ = L

R
(22)

As presented in Figure 5.32, the response time of RL circuits can be determined by the time
constant. After a period equal to three time constants, the current reaches the level of 95 %
of the demanded value. The time response of the circuit can be influenced by the designer in
the following ways: by decreasing the inductance L by limiting the turns on the coil in the
electromagnet or by increasing the resistance of the coil. However, the inductance has two
orders of magnitude lower values in comparison to the resistance values, which shows that
adjusting the resistance gives more flexibility in optimization of the circuit. The resistance of
the coil can be increased via reduction of its wire diameter, but the resistance of the whole
circuit can also be increased by adding an external resistance in series to the coil. In this way the
response time of the coil can be reduced. The consequence of higher resistance of the circuit is
higher voltage, which must be provided to keep the demanded level of current and induction.
In the case of fast systems, which require time delays no longer than 1 ms, the increase of
the resistance would lead to voltages of the order of hundreds of volts. Such high voltages
eliminate this solution from many practical applications. Another possible way of solving the
problem of fast operation of the electromagnets is but using a closed-loop controller of the
current level. The reduction of the time response can be obtained via a method of adapting
a temporal overvoltage in the circuit. The RL circuits driven by higher voltage approach the
adequately higher steady-state level of current with the same time delay as at the level of lower
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Figure 5.33 RL circuit performance

voltage. It is a consequence of the fact that the time constant does not depend on the voltage.
As shown in Figure 5.33, the current rate is higher in the case of higher voltage. This feature
can be utilized by adaptation of the current level controller. The basic idea of the controller’s
logical operation is to perform the algorithm as follows:

U (t) =
{

Uhigh if I < Idemand

Udemand if I ≥ Idemand
(23)

An example of the controller operation is presented in Figure 5.33. An increase in voltage of
4 times in the preliminary period gave a reduction in the time response of the order of 15.

A practical example of the concept presented above was realized in laboratory conditions as a
part of the full control system for the adaptive impact absorber. The conceptual adaptive impact
absorbing system was considered to consist of three essential components: a set of sensors for
recognition of the initial impact energy, a microcontroller for executing the established control
sequence in real time and the adaptive actuator based on an MRF [28]. The set of photosensors
determined the velocity of the structure and specified its mass before the instant of the impact.
On the basis of the readings from the sensors, the microcontroller was able to recognize the
magnitude of the impact energy. The objective of the control algorithm was then to adapt the
actuator to the recognized impact energy. The adaptation of the absorption system was realized
by taking advantage of the features of the MRF. In the case of systems devoted to absorption of
the impact energy, an important fact was that the full period of the phenomenon was not longer
than 50 ms (in severe cases), which specified that the update rate of the integrated system
(sensors, control unit and actuators) should not exceed 4 ms. For this reason, the closed-loop
controller for the current circuit was introduced. The controller was developed on the basis
of the field programmable gate array (FPGA), a programmable hardware processing unit
configured with a voltage type of power source. Using the FPGA processing unit allowed the
period of execution of the logic operations to decrease to 5 μs per operation, which allowed a
feedback regulation of the current source to be introduced. Figures 5.34(a) and (b) depict two
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(b)(a)

Figure 5.34 Performance of (a) a standard controller in the time domain and (b) the improved controller

in the time domain

examples of operation of the developed controller with and without the regulation unit. The
graphs present exemplary time histories of the velocity sensor input and the generated control
signals. The tasks for the controller were identification of the vertical velocity on the basis
of the signal from a photosensor, determination of the proper control signal sequence and
application of the signal after a minimal time delay. The cases on both graphs are characterized
by an identical initial input of velocity photosensor, which are represented by channel 1 in
Figures 5.34(a) and (b). A dedicated numerical algorithm recalculated the signal readings in
order to determine the impact velocity in the time between the end of the velocity signal and the
beginning of the control signal, depicted as channel 2. The controller performed the required
logic operations and generated the output signal after 40 μs from receiving the velocity input
signal (Figures 5.34(a) and (b)). Channel 2 in both graphs in Figures 5.34(a) and (b) depicts the
time history of the control current generation by the developed system. The response time of
the current generation circuit determines the dominant time delays of the actuation system. In
the case presented in the graphs (a) and (b), the desired current magnitude to generate was 0.5
A. The plot (a) represents the current generation process (channel 2) which is not regulated by
the additional fast current generation unit, with the effect of the time delay equal to ca. 15 ms.
In the graph (b) the regulated generation process is presented, which allowed the current
generation time delay to be reduced to ca. 0.5 ms. Minimization of the response time made it
possible to implement the MR device for the impact application, as the original response time
of 15 ms gave no practical possibilities to control the process that lasts 50 ms in total.

5.5 Adaptive Inflatable Structures with Controlled Release of Pressure

5.5.1 The Concept of Adaptive Inflatable Structures (AIS), Mathematical
Modeling and Numerical Tools

Adaptive inflatable structures are one of the special technologies for adaptive impact absorption.
AIS are structures filled with compressed gas, the pressure of which is actively adjusted during
the impact process. Pressure adjustment relies on appropriate initial inflation and controlled
release of gas during the event. Such active control of internal pressure allows to change the
dynamic characteristics of the inflatable structure and enables adaptation to various impact
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forces and scenarios. The form and shape of the pneumatic structure depends on its particular
application. The inflated structure may be rigid (as a cylinder enclosed by the piston), it may
be a thin-walled steel structure or completely deformable cushion made of fabric. Impact
absorbing pneumatic structures, analysed in a further part of this chapter, are open-sea docking
facilities, adaptive road barriers and external airbags for helicopter emergency landing.

Particular types of pneumatic structures (for instance a road barrier) are permanently inflated
to a relatively low pressure which provides mitigation of weaker impacts. In other types of
pressurized structures (such as an emergency airbag), the inflation is executed only when the
collision occurs. Fast-reacting pyrotechnical gas generators based on deflagration of chemical
mixture (similarly as in a car airbag) are used for immediate gas pumping. Initial pressure
is adjusted according to the mass, velocity and area of the hitting object. Pressure of the gas
increases the stiffness of the inflatable structure and prevents its excessive deformation during
the impact. Compressed air also has a beneficial influence on the buckling behavior of the
structure since it usually reduces the compressive forces, which may cause loss of the structure
stability. Further improvement of the AIS can be achieved by dividing the structure into several
pressurized packages separated by flexible walls. This method enables independent adjustment
of initial pressure in different parts of the AIS without a significant increase in the structure
weight.

During the collision with an external object, the release of pressure is executed by opening
controllable piezo-valves. Such valves are mounted in external walls of inflatable structures and
in diaphragms between the pressurized packages. Therefore, the gas can flow between internal
chambers and outside the structure. Release of pressure allows the stiffness of the pneumatic
structure in the subsequent stages of impact to be controlled. In this way the impacting object
can be stopped using the whole admissible stroke and its acceleration can be significantly
reduced. Another purpose of applying the release of compressed air is to dissipate the impact
energy and to avoid the hitting object rebound.

Numerical analysis of the pneumatic structure subjected to an impact load requires consider-
ation of the interaction between its walls and the fluid enclosed inside the chambers. An applied
external loading causes deformation of the structure and change of the capacity and pressure
of the fluid. The pressure exerted by the fluid affects, in turn, the deformation of the structure
and its internal forces. The most precise method for solving above fluid–structure interaction
problem is the arbitrary Lagrangian Eulerian (ALE) approach, where Navier–Stokes equations
for the fluid are solved in the Euler reference frame and structural mechanics equations are
solved in the Lagrange reference frame. Such an approach is applied to model extremely fast
processes such as airbag deployment (cf. Reference [29]) or when recognition of the flow
pattern is the main problem addressed. In the problem considered, the fluid part of the analysis
is used to compute global forces acting on the walls of an inflatable structure and the exact
distribution of the fluid pressure and velocity is not of interest. Moreover, the impacting object
velocity is much lower than the speed of impulse propagation in the gas, so that the pressure
becomes constant across the chambers relatively fast. Therefore, the so-called uniform pres-
sure method (UPM) will be used, which assumes that the gas is uniformly distributed inside
the chambers and the chamber walls are subjected to uniform pressure.

The dynamics of the inflatable structure is described by the nonlinear equation of motion,
whose general form reads

Mq̈ + Cq̇ + K(q)q = F(p, q) + FI

q(0) = q0, q̇(0) = V0
(24)
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Vector p = {p1(t), p2(t), . . . , pn(t)} indicates gauge pressures in the cavities. The impact can
be modeled by right-hand side force vector FI, by initial conditions or by the contact defined
between the inflatable structure and other objects. In any case, the F(p, q) vector is present, since
it provides coupling with the fluid. The interaction of the structure and the fluid during a large
deformation can be correctly taken into account only by assembling the equilibrium equations
in the actual configuration so the equation of motion has to be considered in a nonlinear form. It
is assumed that each cavity of the inflatable structure is filled with a compressible (pneumatic)
fluid, which is described analytically by the equation of state for the ideal gas:

p(t) = ρ(t)RT (t)
or (25)

p(t)V (t) = m(t)R(T (t) − TZ)

Absolute pressure p is defined as p = p + pA, where p is the gauge pressure and pA is an
ambient pressure. The absolute temperature is defined as T = T − TZ, where T is the current
temperature in the Celsius scale and TZ is the absolute zero temperature. The gas constant R is
related to the universal gas constant R and molecular weight MW by the formula: R = R/MW.
Moreover, the variables ρ, V and m indicate gas density, volume and mass, respectively. The
initial conditions for the fluid are given by p(0) = p0 , T (0) = T0. In the case when fluid flow
occurs, the change in fluid mass in the cavity is described by the equation

m(t) = m0 +
∫ t

0

q( t )dt = m0 +
∫ t

0

qin( t ) − qout( t ) dt (26)

where qin is the mass flow rate into the cavity and qout is the mass flow rate outside the cavity.
The direction of flow depends on the sign of pressure difference between the cavities. In the
simplest model of the flow considered, the mass flow rate is related to the pressure difference
according to the formula

�p(t) = CVq(t) + CHq(t) |q(t)| (27)

where�p(t) = pout − p(t), CV is the viscous resistance coefficient and CH is the hydrodynamic
resistance coefficient. Both of these coefficients depend on the area of the orifice and can be
found experimentally for a given type of valve. Under the assumption of an isothermal process
(or arbitrarily given change of temperature), a set of equations (24 to 27) fully describes the
coupling between the fluid and the surrounding structure.

In a more general case, the temperature of the gas is treated as a subsequent unknown of
the problem. The balance of the heat transferred to the system dQ, enthalpy of the gas added
(removed) dm in H in (dmout H out), change of gas internal energy d(mU ) and the work done by
gas dW , is given by the first law of thermodynamics for an open system:

dQ + dm in H in − dmout H out = d(mU ) + dW (28)

The specific gas energy and specific gas enthalpy are defined as

U (t) = cV T (t), H in(t) = cpT in(t), H out(t) = cpT (t) (29)
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The flow of the heat across the cavity walls is described by

dQ(t)

dt
= λA(t)(Text − T (t)) (30)

where λ is the heat conductivity coefficient of the considered chamber wall and A(t) is the
area of that wall. Finally, the work done by the gas equals

dW (t) = p(t)dV (t) (31)

If the wall of the cavity is a perfect insulator (λ = 0) or when the process is relatively fast,
conditions of adiabatic process are fulfilled and no heat transfer through the chamber walls
occurs: dQ = 0. In the case when the gas flows into the considered chamber Equation (28)
reads

Ṫ (t)

T (t)
=

[
χ

T in(t)

T (t)
− 1

]
ṁ(t)

m(t)
− (χ − 1)

V̇ (t)

V (t)
, χ = cp

cV
(32)

where χ is an adiabatic exponent defined as the ratio of constant pressure heat capacity cp and
constant volume heat capacity cV , and for the air χ = 1.41. In the case when the gas flows out
of the chamber, Equation (32) can be solved analytically:

T (t)

T 0

=
[

m0

V0

V (t)

m(t)

]1−χ

or
p(t)

p0

=
[

m0

V0

V (t)

m(t)

]−χ

(33)

Finally, when no flow of the gas occurs, i.e. the mass of the gas in the cavity remains constant,
the well-known equation is obtained:

p(t)V (t)χ = p0V χ

0 = constant or T (t)V (t)χ−1 = T0V χ−1
0 (34)

Adiabatic flow of the gas through the orifice is described by the model that assumes that the
flow is blocked at the critical velocity. In such a case, the mass flow rate is defined by the
Saint-Venant formula, (cf. Reference [30]):

|q(t)| = C A
pe√

R(T − T Z )

√√√√ 2χ

χ − 1

[(
po

pe

)2/χ

−
(

po

pe

)(χ+1)/χ
]

(35)

where C is the discharge coefficient, A is the orifice area, pe is the absolute pressure in the
upstream fluid cavity, po is the absolute pressure in the orifice given by

po = pa if pa ≥ pc

po = pc if pa < pc

(36)
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where pa is equal to the ambient pressure or the downstream cavity pressure. The critical
pressure pc at which chocked or sonic flow occurs is defined as

pc = pe

(
2

χ + 1

)χ/(χ−1)

(37)

The main numerical tool used for the analysis of inflatable structures was the commercial finite
element code ABAQUS (cf. Reference [31]), which allows the compressible fluids described by
Equations (25) to (37) to be modeled. A controlled release of pressure was executed by changing
the flow resistance coefficients from Equation (27) or the orifice area from Equation (35),
according to the assumed control strategy. For this purpose FORTRAN subroutines cooperating
with ABAQUS/Standard were implemented. When ABAQUS/Explicit (cf. References [31]
and [32], was used, the connection to MATLAB software was established and its optimization
procedures were utilized.

The basic example of an adaptive inflatable structure is a cylinder enclosed by a piston and
equipped with a controllable valve. In the simplest case the gas is released from the cylinder
directly to the environment (Figure 5.35(a)). Alternatively, the gas can flow into the chamber
adjacent to the cylinder, which serves as an accumulator (Figure 5.35(b)). In another option, gas
is released to the chamber located above the piston (Figure 5.35(c)) and its pressure influences
the global force acting on the piston.

The device presented in Figure 5.35(a) will now be analyzed more precisely. The system is
described by a simple equation of piston motion and moreover Equations (25) to (33) hold. It
is assumed that at the beginning of impact, the mass M and weightless piston have a common
initial velocity V0 and the initial pressure in the cylinder is set to p0. The objective of the
applied control is to protect both the hitting object (minimize its acceleration and rebound) and
the impacted structure (minimize pressure arising during impact). According to the equation of
piston equilibrium, the problems of acceleration minimization and pressure minimization are
for this simple model equivalent. The optimal adaptation strategy is to keep the valve closed
until the gas pressure achieves a certain level and then to control the valve opening to maintain
the pressure constant. The value of the pressure at which the adaptation begins is chosen in
such a way that the mass is stopped using the whole stroke of inflatable structure. Equations

p2(t) 

p1(t) 

M

u(t)

V(0)=V0

p(t)

M

V(0)=V0

u(t)

A 

h0

pA

p1(t) 

p2(t) 

M

u(t)

V(0)=V0

pA

(a) (b) (c)

Figure 5.35 Various options for the design of an adaptive pneumatic cylinder
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describing the optimal system read

M
d2u(t)

dt2
+

{
p0hχ

0

[h0 − u(t)]χ
− pA

}
A = 0 for u(t) ∈ (0, ux 〉 (38)

M
d2u(t)

dt2
+

[
p0hχ

0

(h0 − ux)χ
− pA

]
A = 0 for u(t) ∈ (ux , h0) (39)

The variable ux indicates the piston displacement at the time instant when the valve is opened
and can be calculated by integrating Equations (38) and (39) over displacement in the range
from 0 to h0:

ux = h0 − h0

[
(χ − 1)

χ

(
MV 2

0

2p0h0 A
+ pA

p0

)
+ 1

χ

]1/(1−χ )

(40)

The result for the isothermal process can be obtained by calculating the limit of Equation (40)
when χ approaches 1. The corresponding optimal pressure and optimal acceleration of the
hitting mass can be computed using Equation (39). In the case when the initial pressure is also
adjusted, the optimal pressure and acceleration remain constant during the whole process:

popt = MV 2
0

2Ah0

+ pA, üopt = − V 2
0

2h0

(41)

These formulas hold until the mass displacement equals h0 and its velocity is reduced to zero.
At this moment, no gas remains in the chamber, there is no force pushing the mass away and
its rebound is completely mitigated. The optimal mass flow rate q during the active stage of
impact can be calculated using geometrical relations, the ideal gas law and, in the case of
the adiabatic process, the energy equation. The model of flow (27) with coefficient CH = 0 is
applied so the viscous resistance coefficient CV is the main control parameter. Finally,

q(t) = − popt Au̇opt(t)h1−χ

0

RT 0(h0 − ux )1−χ
, CV (t) = (popt − pA)RT 0(h0 − ux )1−χ

popt Au̇opt(t)h1−χ

0

(42)

Formulas (42) clearly define the dependence of control variables in terms of the impact
energy and impact velocity. The above solution holds when there are no restrictions imposed
on the valve opening.

5.5.2 Protection against Exploitative Impact Loads
for Waterborne Transport

One of the most relevant challenges in waterborne transport are docking operations in the open
sea. The problem concerns small service ships that dock to offshore wind turbine towers for
the purpose of maintenance and monitoring. Collisions occur especially often during rough
sea conditions and can lead to serious damage to both the wind generator tower and the ship.
Therefore, use of an inflatable structure attached to the wind turbine tower to provide safety
of the docking operation is proposed (cf. Reference [33]).

The considered pneumatic structure is torus-shaped and surrounds the tower at water level (cf.
Figure 5.36). The dimensions of the inflatable structure are restricted to 2 m in height and 0.7 m
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(a) (b)

Figure 5.36 Inflatable structure surrounding the tower: (a) initial inflation of the chambers, (b) defor-

mation during the collision

in width, due to the necessity of fast inflation and pressure release. The walls of the pneumatic
structure are made of rubber reinforced by steel rods, which provide high durability and allow
large deformations during ship impact. The inflatable structure is divided into several separate
air chambers distributed around the tower. Inflation is executed for each chamber separately by
a compressor located inside the tower or, alternatively, by a fast-reacting pyrotechnic system.
The value of the initial pressure is restricted to 3 atm because of high stresses arising in
the rubber walls and excessive deformation of the whole pneumatic structure after inflation.
Adaptation to a particular impact is obtained by adjusting the initial internal pressure according
to the velocity and mass of the hitting object and by varying its level between the chambers.
During the collision, piezoelectric valves mounted in external and internal walls of the inflatable
structure are activated and controlled release of pressure is executed.

The numerical model contains only the lower part of the wind turbine tower (cf. Figure
5.36); the upper part is modeled by additional masses and forces applied at the top edge.
The tower consists of shell elements with the thickness increased on the water level and the
torus-shaped inflatable structure consists of membrane elements. Gas inflating the chambers
is modeled by using ‘surface-based fluid cavities’ available in ABAQUS software. Impact of
the ship is defined as a contact problem with the ship modeled as a rigid surface approaching
the tower with an initial velocity. The two-dimensional model presented in Figure 5.37 was
implemented to reduce the time of analysis and to examine various options for the inflatable
structure design. The additional mass obtained from reduction of the full model (cf. References
[34] and [35]) was located in the middle of the structure. The stiffness of the tower was modeled
by an additional element connected to its middle point.

The purpose of applying a pneumatic structure is to mitigate the response of both the ship
and the wind turbine tower. In particular, the inflatable structure helps to minimize the ship
deceleration, dissipate the impact energy, decrease stresses arising at the location of the collision
and reduce the tower vibrations. Adaptation of an inflatable structure to each of the mentioned
objectives will be considered by using semi-active and active control strategies for an exemplary
impact of a 60 ton ship moving with a velocity of 6 m/s. The distribution of the initial pressures
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Figure 5.37 Two-dimensional model of collision: initial state and resulting deformation

in the cavities will be fixed and equal to 100 % in the front cavity, 50 % in adjacent cavities
and 10 % in others. In all considered examples, the initial inflation of the chambers will be
executed during 200 ms and the ship will impact the structure directly afterwards.

5.5.2.1 Minimization of Ship Acceleration

The first objective of the pressure adjustment is to decrease ship accelerations. In the case
of an inflatable torus, the equivalence of acceleration and pressure minimization problems
is disrupted due to the influence of an initial change in the chamber volume, forces arising
during rubber deformation and a change in the contact area between the ship and the inflatable
structure during collision. In the simplest semi-active case, only the initial pressure is
adjusted so after the inflation phase, the mass of the gas in the chambers remains constant. A
minimal ship acceleration of 58.84 m/s2 (cf. Figure 5.38, dark line) is obtained for the highest
admissible initial pressure (3 atm), which is the consequence of the significant expansion of
the front chamber after inflation.

A more sophisticated type of semi-active system includes the exhaust valves, the opening of
which can be adjusted for a particular impact scheme, but it remains constant during the impact
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Figure 5.38 Semi-active adaptation without pressure release (dark line) and with pressure release

(bright line): (a) pressure in the front chamber, (b) corresponding ship acceleration
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time. In the considered case, the air is released from three front chambers intrinsic for impact
absorption. By letting the gas out of the cavities the global force acting on the ship is reduced
and simultaneously the depth of inflatable structure compression is increased. Minimal ship
acceleration equals 29.14 m/s2 (cf. Figure 5.38, bright line) and is obtained for the case when
maximal ship displacement achieves its limit, i.e. the ship is stopped just before the tower wall.
The computed value of the corresponding flow resistance coefficient CV = 275 kPa s/kg and
maximal mass flow rate q = 1.27 kg/s allows a proper type of valve to be chosen.

A further decrease in ship acceleration can be obtained by active control of the orifice diam-
eter during impact. In an active control strategy the valve remains closed until the acceleration
achieves the level required to stop the ship using the distance remaining to the tower. Therefore
the time of valve opening is based on the actual ship velocity, acceleration and distance to the
tower. The pressure value will be used as a main control parameter since it directly influ-
ences ship acceleration. The optimal change of pressure can be calculated by comparing actual
and optimal states of the system for each time step of the finite element analysis. Pressure
modification that has to be applied at the following time step equals

�p(t) = M(a∗ − a(t))

A(p, t)
(43)

where a∗ and a(t) indicate optimal and actual ship acceleration, respectively. The area of
contact between the ship and inflatable structure A(p, t) is estimated in terms of ship distance
to the tower wall and pressure. The required mass flow rate can be calculated afterwards by
using the optimal pressure and chamber volume obtained from the finite element analysis.

An alternative numerical approach utilizes the flow resistance coefficient, instead of pressure,
as a control variable. In this strategy, the flow coefficient is proportionally adjusted in several
time intervals (cf. Figure 5.39) to achieve ship acceleration possibly close to the desired level.
The advantage of this method is the possibility of imposing constraints on the maximal orifice
area. In the numerical example, the adaptation procedure is started 110 ms after the contact
between the ship and inflatable structure occurs (cf. Figure 5.39, dark line). The maximal
acceleration is reduced to 21.56 m/s2, but a high mass flow rate q = 3.9 kg/s is required at the
initial stage of impact. A disadvantageous slow increase in acceleration in the passive stage
of impact (200–310 ms) can be avoided by additional inflation of the main chamber after the
ship approaches the pneumatic structure. The pressure has to be increased to 6.6 atm and as
a result a sudden growth of acceleration is obtained (cf. Figure 5.39, bright line). Due to the
fact that the way of stopping the ship is longer than in the previous case, the required level of
acceleration is decreased to 18.76 m/s2, which constitutes 32 % of ship acceleration in the basic
semi-active case.

5.5.2.2 Minimization of Ship Rebound

The considered torus-shaped adaptive inflatable structure serves as a docking facility and ship
rebound is not a desired phenomenon. Thus, the next control objective is to reduce the ship
rebound, i.e. to minimize the ship velocity after collision, possibly to zero. Under adiabatic
conditions, the equation of energy balance for the process of a ship collision with an inflatable
torus reads

−�E ship + �W ext = �E tower + �U + �EAIS − �H (44)
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Figure 5.39 Two strategies of active control: with pressure release (dark line), additional inflation at

the beginning of the impact (bright line)

In a passive system with no pressure release, the main part of the ship kinetic energy (E ship)
is converted into internal gas energy (�U ) and the small part is converted to AIS walls strain
energy (�EAIS). The kinetic and potential energy of the tower (�E tower) can be neglected due
to small tower displacement and velocity. During the rebound stage of impact the gas expands,
its internal energy decreases and it is changed back into kinetic energy of the ship. Thus, in
a passive system, the absolute value of the final ship velocity is close to the initial one. In
contrast to a passive system, in a semi-active or active system with pressure release, internal
gas energy is not accumulated but dissipated by letting the air out of the cavities (�H ). Hence,
the value of gas exergy (its ability to perform useful work) at the moment when the ship is
stopped is decreased and the ship rebound is mitigated.

Semi-active adjustment of the initial pressure does not affect the final ship velocity since
it does not cause energy dissipation. However, the ship rebound is significantly decreased by
using inflatable structure comprising a valve with a constant opening. The minimal final ship
velocity of 1.25 m/s is obtained in the case when the whole stroke of an inflatable structure is
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Figure 5.40 Active mitigation of the ship rebound: (a) pressure of the gas in the cavity, (b) corresponding

final velocity of the ship

used. The optimal flow resistance coefficient and pressure change during impact are the same
as in the case of semi-active acceleration mitigation (cf. Figure 5.38(a)). In the considered
example, the pressure at the moment when the ship is stopped is not completely reduced, but
the chamber volume is minimal and work that can be done by gas is relatively small. Therefore
the semi-active system is very efficient and allows almost 96 % of the initial ship energy to be
dissipated.

In the active strategy, the valve opening remains constant while the ship is approaching
the tower, as in a semi-active approach. When the ship velocity decreases to zero (at time
0.54 s), the valves are fully opened to release a surplus of pressure (cf. Figure 5.40(a), dark
line). Then the valve is closed again and backward deformation of the chambers is reduced
due to arising underpressure. As a result of this strategy, the final ship velocity is diminished
to 1.05 m/s (cf. Figure 5.40(b), dark line). Nonzero final rebound velocity is the consequence
of ship interaction with strongly deformed AIS walls, which repel the ship.

The influence of inflatable structure walls can be further reduced by minimizing their defor-
mation and thereby the amount of strain energy accumulated. In the present control strategy
the valves remain closed during the whole compression stage of impact in order to achieve the
highest possible stiffness of the front chambers of the inflatable torus. The ship is stopped after
crushing only a part of the pneumatic structure at time 0.42 s and then an immediate pressure
release is executed (cf. Figure 5.40(a), bright line). Finally, the rebound velocity is reduced to
0.82 m/s, which means that more than 98 % of the initial ship energy is dissipated.

5.5.2.3 Minimization of Stresses in the Tower Wall

Another purpose of applying the inflatable structure is mitigation of tower response to impact.
In particular, the pneumatic structure reduces local stresses in the front tower wall by preventing
direct contact of the ship and the tower. The front tower wall is subjected to bending caused by
pressure loading and the level of stress depends approximately on the actual value of pressure.
Therefore, minimization of stresses is equivalent to minimization of front chamber pressure.
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Figure 5.41 Stress in the tower wall: (a) semi-active control without pressure release, (b) semi-active

(dark line) and active control with pressure release

In a semi-active system, without gas release tensile stresses can be reduced to 221.9 MPa (cf.
Figure 5.41(a)) by applying optimal initial pressure equal to 1.7 atm. The semi-active sys-
tem with pressure release is most efficient when maximal initial pressure is applied and the
whole stroke of the inflatable structure is utilized. In such a system maximal pressure is de-
creased to 3.49 atm and stresses in the tower wall are reduced to 104.5 MPa (cf. Figure 5.41(b),
dark line).

In a fully active system, pressure is adjusted to a constant, possibly lowest level. For impact
energies lower than 1.25 MJ, the level of such a pressure does not exceed the maximal allowable
initial value and thus pressure may remain constant during the whole process. For impact of
energy higher than 1.25 MJ, the optimal strategy assumes an initial stage of pressure increase
and activation of control when the pressure achieves the level that enables the ship to be stopped
in the vicinity of the tower wall. For the considered impact of a ship of 60 tons with velocity of
6 m/s, an optimal constant pressure of 2.68 atm was found by performing multiple finite element
analysis. The flow resistance coefficient that provides appropriate mass exchange under the
given conditions of pressure difference was calculated using Equations (25) to (27). In the
considered active system, pressure is significantly reduced in comparison to the semi-active
case, but high-frequency vibrations of the tower wall arise and hinder significant minimization
of stresses. Finally, the stresses are reduced to 91.9 MPa and the active system is more effective
by 12 % than the semi-active one.

5.5.2.4 Mitigation of Tower Vibrations

The last goal of pressure adjustment is to minimize the amplitude of tower vibrations after
impact. This objective can be alternatively understood as a minimization of the energy trans-
mitted to the tower during collision. Due to the fact that the impact time is relatively short in
comparison to the period of tower vibration, the maximal tower displacement depends on the
ship impulse (cf. Reference [36]). The impulse transmitted to the tower is proportional to the
mass of the ship and the difference between its initial and final velocities. Thus, minimization of
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tower vibrations is approximately equivalent to minimization of the ship rebound and vibration
amplitude can be reduced maximally by 50 %.

In a semi-active system without pressure release, the maximal tower displacement is almost
independent of the initial pressure and equals 4.58–4.60 mm. By using the semi-active sys-
tem with pressure release, the amplitude of tower vibration is gradually reduced along with
the decrease in the flow resistance coefficient. The best result (2.67 mm) is obtained for the
lowest flow resistance coefficient for which the ship does not hit the tower. The most effective
active adaptation procedure assumes an additional release of pressure at the moment when the
ship velocity approaches zero. By using such a strategy, the maximal tower displacement is
reduced to 2.51 mm. Keeping the valve closed and performing pressure release only when the
ship is stopped (which is most effective for rebound mitigation) gives a slightly larger tower
displacement, probably due to the shorter impact time.

5.5.3 Protective Barriers against an Emergency Crash for Road Transport

Impact absorbers for road and railway transport are usually designed as thin-walled steel
structures due to their huge durability and small weight. They dissipate the energy of front
impact very efficiently by a folding mechanism (cf. Reference [37]). However, in the case
of lateral impact, thin-walled structures easily undergo large deformation and local plastic
yielding and usually only a small part of the impact energy is dissipated. A significant increase
in durability to lateral loading can be obtained by filling a thin-walled structure with compressed
air and by controlling its release during the impact (cf. Reference [38]). The examples of
structures that can be effectively improved by using compressed gas are a door of the passenger
car (cf. Figure 5.42(a)) and a protective barrier against an emergency crash for road transport
(cf. Figure 5.42(b)).

This section is aimed at developing a strategy for optimal initial distribution and release of
gas within a simple two-dimensional frame (cf. Figure 5.43), which could serve as a basis for a
protective barrier design. The structure is divided into several pressurized packages equipped
with piezoelectric exhaust valves. The elastoplastic material model with hardening is assumed

(a) (b)

Figure 5.42 Examples of inflatable thin-walled structures: (a) door of the car divided into pressurized

chambers, (b) adaptive inflatable road barrier



PIC/SPH OTE/SPH
JWBK160-05 JWBK160-Holnicki March 12, 2008 20:48 Char Count= 0

200 Smart Technologies for Safety Engineering

p1(t) p2(t) p3(t) p4(t) p5(t) p6(t)

m,V

Figure 5.43 Simplified model of an adaptive inflatable road barrier

M=2710kg, u=0.18m(max), t=0.310sM=540kg, u=0.035m, t=0.124s

(a) (b)

Figure 5.44 Limiting deformation and load capacity of the empty and inflated barrier

and large deformations are taken into account. The frame is subjected to lateral impact modeled
by a mass with initial velocity.

The load capacity of the barrier is defined as the maximal impacting mass, which can be
applied to the structure with established velocity and does not violate two kinematic conditions
imposed on its deformation. The first condition states that no collision between the mass and
the lower span occurs and the second one confines maximal displacements of the lower span
u to a limiting value umax. The influence of pressure on the load capacity will be estimated in
the case of a barrier with a single chamber and one sliding support. The maximal mass that
can be applied to such a structure equals 540 kg since it causes a collision between the spans
(cf. Figure 5.44(a)). Sealing of the structure and filling it with gas under optimal constant
pressure increases the load capacity to 2710 kg. By using the inflated structure, the impact
time is elongated 2.5 times and the distance of stopping the mass is extended to the maximal
allowable value (cf. Figure 5.44(b)).

In the case of a multichamber barrier, maximization of the load capacity can be formulated
as an optimization problem in which the mass of the hitting object is maximized with respect to
the values of pressure inside the cavities p = {p1(t), p2(t), ..., pn(t)}. This problem was solved
for a three-chamber inflatable structure fixed with no sliding (cf. Figure 5.45). In such a case
vector p has two components, p1 and p2, which indicate pressures in the lateral and middle
cell, respectively. Initially, a constant value of pressure during the impact was considered. The
highest increase in load capacity (6.1 times) was obtained for maximal allowable pressure in
lateral cells and significantly smaller pressure in the middle cell (cf. Table 5.4). In the second

(a) (b)

Figure 5.45 Deformation of the optimally inflated structure loaded by the maximal mass: (a) constant

pressure; (b) linear decrease of pressure
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Table 5.4 Comparison of the structure load capacity for various

schemes of pressure adjustment

p1(0) p2(0) p1(tstop) p2(tstop) u(tstop) tstop M
(kN/m) (kN/m) (kN/m) (kN/m) (m) (s) (kg)

0 0 0 0 0.04 0.152 7596
1600 1147 1600 1147 0.18 0.213 46374

400 3925 0 0 0.18 0.265 68489

example, a linear decrease of pressure was assumed. Gas was completely released at time
tstop when the velocity of hitting the object was decreased to zero. In the optimal solution, the
middle chamber is almost tenfold more inflated than the lateral chambers. The load capacity
is increased 9.02 times in comparison to the generic barrier. Detailed results are presented in
Table 5.4 and the corresponding deformation of the structure is depicted in Figure 5.45.

Another strong advantage of using inflatable road barriers instead of passive ones is the
possibility of adaptation to a particular impact for its optimal mitigation. An active pressure
adjustment allows the kinematics of the hitting object to be controlled. In particular, it helps to
reduce the impacting object acceleration to the desired, possibly constant level or to confine
its maximal displacement. A corresponding problem of optimal pressure distribution can be
solved for several packages in the structure, but inflating the chamber to which the impact is
applied is usually the most efficient.

The structure considered in the numerical example contains only one pressurized package
and has one sliding support. The objective is to achieve a constant, formerly assumed level
of acceleration during the whole process. The numerical methods for pressure adjustment are
similar to those described for the inflatable torus (cf. Section 5.5.2.1). Adequate precision of the
solution (cf. Figure 5.46(b)) is obtained by adjusting the pressure in ten uniformly distributed
time instants. A high value of pressure is necessary at the beginning of the impact and then the
curve of pressure gradually declines (cf. Figure 5.46(a)).
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Figure 5.46 Minimization of accelerations: (a) optimal change of pressure, (b) resulting acceleration

of the hitting object
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5.5.4 Adaptive Airbag for Emergency Landing in Aeronautic Applications

The last application considered is an adaptive external airbag for a helicopter (cf. Reference
[39]). The system is designed to mitigate extremely severe emergency landing. It consists of a
multichamber air-filled cushions attached to the helicopter undercarriage (cf. Figure 5.47(a)).
Deployment of these cushions is executed just before touchdown by means of pyrotechnic
inflators. The value of the initial pressure and its distribution among airbags is adjusted to
the landing direction and velocity, which are identified by using ultrasonic velocity sensors.
Additionally, the actual value of pressure during the emergency touchdown is measured by
piezoelectric sensors located inside the airbags. Pressure is released by fabric leakage as in the
classical airbag and by additional controllable high-speed and stroke valves. Such an emergency
system can be linked with (also controllable) landing gear of the helicopter by using a common
hardware controller.

In a simplified numerical example, the helicopter is modeled by deformable beams and
point mass (cf. Figure 5.47(b)). The total weight of the model is comparable to the weight of a
typical civil helicopter. The velocity at the beginning of the emergency landing equals 10 m/s,
which is equivalent to a free fall from 5.1 m. Moreover, it is arbitrarily assumed that maximal
average acceleration during an emergency landing does not exceed 10 g. That condition can
be satisfied by applying airbags of a total projection area 4 m2 and width 0.5 m. A simplified
equation of energy balance indicates that constant pressure not higher than 2.25 atm (1.25 atm
overpressure) is sufficient to avoid direct collision with the ground.

Control strategy is oriented towards minimization of total forces and accelerations acting on
the helicopter, its stabilization during landing and mitigation of stresses arising in the helicopter
undercarriage. These objectives are fulfilled when the total force acting on the helicopter is kept
at a constant level and the airbags are completely compressed during touchdown. The control
strategy assumes initial inflation of the airbags to 0.9 atm overpressure (cf. Figure 5.48(a)).
Briefly after the beginning of the collision, the valves are opened to control the release of gas
(Figure 5.48(b)) and maintain the pressure at a constant level. The release of gas is continued
when the helicopter velocity drops to zero, which results in a sudden decrease of pressure. The
subsequent peaks on the pressure plot are related to the rebounds of the helicopter after the
main impact. Corresponding helicopter accelerations are reduced several times in comparison
to the case when no airbag is applied. Conducted simulations prove that the proposed adaptive
airbags efficiently decrease forces and accelerations and significantly increase the safety of an
emergency landing.

(a) (b)

p(t) p(t)

M=5000kg

V0 =10 m/s

Figure 5.47 (a) Deployment of emergency airbags; (b) simplified simulation of emergency landing
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Figure 5.48 Applied control strategy: (a) change of pressure inside the airbag, (b) mass of the gas

inside the airbag, (c) obtained reduction of accelerations

5.6 Adaptive Crash Energy Absorber

5.6.1 Low-Velocity Impacts

Most of the real low-velocity impacts, involving elastic–plastic structures, can be considered
with several simplifications. Since the influence of the wave propagation phenomenon on
the impact process is small, all complex elastic and plastic wave propagation effects can be
neglected; therefore a simple quasi-static approach can lead to accurate results. Loads acting
on the impacting objects depend on their impact interface (the absorber), described by the
force–displacement P(δ) characteristics, produced during crushing of the protective structure.
For the sake of simplification, all velocity-sensitive hardening effects will be disregarded in the
following pages. For further considerations, an introduction of the equivalent average crushing
force Pm will be useful. This handy parameter is defined by the integral mean from the crashing
interface characteristics on the length of the total crushing distance δmax:

Pm = 1

δmax

∫ δmax

0

P(δ) dδ (45)

The idea of the adaptive impact absorption system will be demonstrated on a simple, one-
dimensional central impact problem. A rigid object, modeled by the lumped mass and equipped
with elastic–plastic protective structure, becoming an isolated system, is assumed. Force–
displacement characteristics of the protective structure is approximately of a constant type,
where the force is oscillating around the mean value, which can be modeled by the constant
average force Pm and maximal force value Pmax. The object is hitting into a rigid wall, within
the possible domain of masses and initial velocities, where mass is equal to m ∈ �+ and the
initial velocity of the impacting objects is V ∈ �+. The maximal acceptable deceleration amax

that the structure can survive is assumed to be constant for all impact cases, imposing a limit
to acting deceleration a < amax. The maximal crush length L of the protective structure is
also limited and constant. Hence, an upper boundary of allowable impact velocity, meeting the
deceleration limit, is given by the basic kinematic dependence:

Vmax =
√

2amaxL (46)
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being also the most effective solution for the maximal energy absorption on the supposed length
of crushing. Another limit, driven by the maximal force produced by the impact interface Pmax,
imposes minimal mass condition

mmin = Pmax

amax

(47)

In the considered case of a one-dimensional central impact, the initial kinetic energy of the
impacting object must be dissipated during the impact interface crush, which equals the force
integrated over the displacement δ up to the maximal displacement δmax:

Ed =
∫ δmax

0

P(δ) dδ = Pmδmax (48)

The boundary of safe impact conditions 
, within which none of the limits is exceeded, is
successively defined:


 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
m =

〈
mmin,

2Ed

V 2

〉

V =
〈

0,

{
Vmax ∨

√
2Ed

m

}〉 (49)

Introducing a structure equipped with a special crash sensor (i.e. for a rigid body impact – the
mass and approach velocity sensor), a fast control system and a controlled energy-absorbing
device (the controllable impact interface), an improved crash behavior with adaptation to the
impact loads can be obtained. Assume the impact interface, with two selectable crushing
characteristics, the average crushing force of which can be readjusted to the impact conditions.
The defined structure can extend the initial impact conditions of the coverage boundary, forming
an extended region of allowable parameters 
a = 
1 ∪ 
2 (Figure 5.49).

m2 min
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V
e
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m1 min
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E2 max
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Ω2

Mass

Figure 5.49 Example of initial impact conditions coverage by the double-stiffness adaptive absorber
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5.6.2 Energy Absorption by the Prismatic Thin-Walled Structure

One of the most important issues of the energy-absorbing structure’s properties are their
technical and economical efficiencies. Technical efficiency of the impact energy absorber,
in the case of lightweight means of transport applications, can be measured as a ratio of its
maximal energy-absorption capability to the gross mass of the absorber. The defined indicator is
known as the SEA (J/kg), the specific energy absorption parameter. The significant economical
efficiency index can be formulated as the quotient of the protective structure cost to its SEA.
One of the best known SEA performance energy-absorbing processes is the axial crushing of
the thin-walled tube. Its huge advantage is the fact that all internal forces generated during the
process of crushing are self-balanced; hence tubes do not need any external supports to provide
stable and progressive deformation. Such profiles can be used in many engineering objects as
structural members, where the most popular examples are the automotive crash zones.

The first scientific studies devoted to the problem of crash behavior focused on a sim-
ple process of crushing of the thin-walled circular tube, being loaded along the direction of
its axis of symmetry. During experimental studies, two characteristic deformation patterns
were observed: axisymmetric, called the ‘concertina’ mode and nonaxis-symmetric mode
known as the ‘diamond’ pattern. An approximate theoretical formula, describing the con-
certina folding mode, was derived and published by Alexander in 1960 [40] and modified
later by several scientists for better accuracy. The mentioned family of analytical solutions
was based on the rigid–perfectly plastic material model. Following the experimental obser-
vations, Alexander proposed the kinematics of the axisymmetric deformation pattern with
stationary plastic hinges, contributing to bending dissipation combined with the contribution
of the circumferential stretching of a shell (cf. Figure (5.50). The described approach, with
later modifications introducing a more complex description of the folding pattern, gave the
answer to important parameters of the quasi-static crushing process: the average crushing force
Pm and the length of the plastic folding wave 2H . Alexander’s theory has given a base to the
general macroelements method developed by Abramowicz and Wierzbicki [41] in the last two
decades of the twentieth century.

The macroelement method is applicable to more complex structures and deformation forms,
allowing axial, bending and torsional responses of assemblies of macroelements to be solved.
Crushing of the profile, with the prismatic thin-walled cross-section, can be discretized into a
set of super-folding elements (SFE). For a simple rectangular tube, three basic folding patterns
were isolated: symmetric, asymmetric and inverted modes. The asymmetric mode has the

Figure 5.50 Alexander’s model of concertina mode crushing of a round thin walled tube [40]
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Figure 5.51 Abramowicz and Wierzbicki’s single super-folding element [42]

lowest energy path, what makes it the most stable one before switching to the dangerous
inverted mode, causing global buckling instability. Such a pattern can be initiated by the
prefabricated triggering mechanism, which helps to form the first folding lobe and reduce the
initial limit force. Its total energy absorption is a sum of contributions of the following types of
energy dissipation mechanisms: rolling of the material through the traveling hinges, bending on
the stationary plastic hinges lines and the material flow through the toroidal surface in the area
of plastic fold lobes corners (cf. Figure 5.51). The general description of power of dissipation
of the internal energy (internal energy dissipation rate) in a deformed shell structure can be
formulated as follows [42]:

Ėint =
∫

S

(
Mαβ κ̇αβ + N ε̇αβ

)
dS +

n∑
i=1

∫
Li

Mi (θ̇i )dli (50)

The first integral describes the power of dissipation in a constant velocity field integrated over
the midshell surface S. The symbol κ̇ is the rate of curvature and ε̇ denotes the rate of extension
tensor, M and N are the conjugate generalized stresses (plate and membrane modes), θi is the
sum of current power dissipated in bending of the stationary hinges, integrated on the length
of hinge line Li , Mi is the bending moment and θi is the jump of the rate of rotation across
the hinge. Extension of the formulation (50) to the assumed dissipation mechanism leads to
the expression for the mean crushing force Pm of the single super folding element (SFE) [42],
describing the behavior of a single corner:

Pm = 1

4

[
t2
1 σ N

0 (ε̄1)A1

r

t1
+ A2

(
σ M

0 (ε̄2)
at2

a

H
+ σ M

0 (ε̄2)
bt2

b

H

)
+ t2

3 σ M
0 (ε̄3)A3

H

r

+ t2
4 σ M

0 (ε̄4)A4

H

t4
+ t2

5 σ N
0 (ε̄5)A5

]
2H

δeff

(51)

where

t is the thickness of the shell
r is the average rolling radius
σ0 is the material flow stress
2H is the length of the folding wave
C = A + B is the length of the initial lateral cross-section of the SE
δeff is the effective crushing length
A1, A2, A3, A4, A5 are the functionals depending of the central angle � and switching

parameter α∗
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Unknown parameters, like the length of the folding wave, can be obtained using the methods
of the variational calculus. A set of three nonlinear algebraic equations, ensuring the stability
of the super-element, comes from the following minimum conditions [42]:

∂ Pm

∂ H
= 0,

∂ Pm

∂r
= 0,

∂ Pm

∂α∗ = 0 (52)

The symbol α∗ denotes the ‘switching parameter’ and its significance, due to its wider meaning,
will be not discussed in this book [42]. To characterize the material modeled as rigid–perfectly
plastic, the full plastic bending moment term is introduced. From the basics of the theory of
plasticity, its physical meaning is the stationary plastic hinge moment of bending resistance
per unit length:

My = σyt2

4
(53)

where σy denotes the yield stress (for the perfectly plastic material model). For the internal
corner angle � equal to 90◦, Equation (51) yields to

Pm

My

= 3 3
√

A1 A2 A3
3

√
C

t

2H

σy

(54)

Constants A1, A2 and A3 represent elliptic integrals unable to be solved analytically. The
nondimensional ratio η expressed by the fraction of the effective crushing distance to the
length of the plastic folding wave is equal to

η = δeff

2H
≈ 0.73 (55)

Next, the length of the folding wave formula can be derived:

2H = 2
3
√

C2t (56)

which leads to the final formula describing the average crushing force Pm to the plastic bending
moment My ratio, for one corner SFE:

Pm

My

= 13.052
3

√
C

t
(57)

The average crushing force Pm of the square cross-section profile is the sum of the Pm of four
super-elements treated independently and is finally given by the following formula [41]:

Pm = My

(
52.22

3

√
C

t

)
(58)

5.6.3 Use of Pyrotechnic Technology for the Crash Stiffness Reduction

The idea of the absorber crushing resistance force control presented on the following pages
uses the concept of the structural connections decoupled by pressure generated in deflagration
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of the pyrotechnic material. Technology for the controllable increase of the energy-absorbing
capability is much more complex than its reduction from the initial value. The total average
crushing force and impact energy dissipation capacity can be decreased, through controlled
disconnection of the additional structural members from the main absorber’s profile. In the
particular example the rectangular cross-section for the absorbing structure was arbitrarily
selected due to its technological simplicity. The additional members were designed as two
C-shaped profiles connected to the structure by eight detachable pyroconnections.

Absorber energy dissipation capabilities can be assessed using the following arbitrary as-
sumptions. The additional member negligibly disturbs the length of the folding wave. Hence,
the total energy dissipated in the absorber consists of the sum of individual dissipation energies
of the absorber’s members. Each section is treated separately; thus any interaction between
them during folding is not taken into account. Geometric differences between them were also
neglected, so one cross-section Pm (cf. Equation (58)) will be used for the main absorber as
well as for the additional members. Hence, the maximal energy absorption capability depends
only of the length of each cross-section profile. For the high-energy coupled members mode,
it can be calculated from the following formula:

Ehigh = Pmsη(db + da) (59)

where

Pms is the average crushing force of the single cross-section
db is the length of the base member
da is the length of the additional member
η = 0.73 is the effective crushing length factor

When the structural connections are decoupled, causing separation of the additional members
from the main absorber’s profile, they will not take part in the crushing process, reducing the
total amount of possible energy dissipation to the lower Elow level:

Elow = Pmsηdb (60)

Obviously, if db = da, the total average crushing force of the assembly in the high-energy mode
is equal to 2Pm, while in the low-energy mode it reduces to Pm.

To assess the concept feasibility, as well as to demonstrate the new approach to struc-
tural control, an explicit finite element simulation and laboratory demonstrative experiment
were performed. The finite element simulations were performed in the explicit dynamics
code LS-Dyna v971. Deformation pictures, depicting the state 40 ms after the impact be-
ginning, are shown in Figure 5.52 (left) for the high-energy mode and Figure 5.52 (right)
for the low-energy state. Comparison of deceleration of the head of the hammer for both
modes is shown in Figure 5.53. On the internal energy plot (Figure 5.54), the influence
of the disconnection of the additional members is clearly visible. The time and distance
of dissipation for the same amount of initial energy are longer for the low-energy active
mode. The calculated maximal energy difference between the modes was 35 %; however,
it can be seen that the decoupled members were long only for 75 % of the base member
height.
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Figure 5.52 Results of simulation of the absorber crash in the high-(left) and low-(right) energy modes,

40 ms after the beginning of the impact
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Figure 5.53 Absorber in the high- and low-energy modes in the FE simulations: impacting mass

deceleration versus time [43]
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Figure 5.54 Internal energy versus time for high- and low-energy modes obtained in the FE simulations

[43]
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connected plates

sheared solder wire

deflagration chamber

Figure 5.55 Pyrotechnic-driven structural connection design [43]

In the small-scale tests low-impact energies were highly desirable; therefore to decrease the
energy-absorbing capability and to reduce the forces acting on the laboratory pyroconnections,
a lead alloy was used for the absorber’s body. Measured quasi-static mechanical properties
of the used material were: yield stress σY = 8 MPa, ultimate tensile strength σU = 21 MPa,
elongation at break A5 = 45 % and Young’s modulus E = 14 GPa. The specimen was placed on
the testing hammer’s anvil and was crushed by the dropping head of the hammer. The measured
velocity at the point of first contact with the specimen was 4.45 m/s. The total absorbed energy
in the tested absorber was estimated by means of formulas (60) and (59) to 175 J for the base
member and 271 J for the assembly. The initialization of the pyrotechnic material’s deflagration
was performed by a custom-designed, computer-controlled, high-voltage ignition system. The
fuse was of the exploding bridge wire (EBW) type and ignited 3

10
mg of black powder, filling the

Figure 5.56 Absorber during experiments in the high-(left) and low-(right) energy modes [43]
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Figure 5.57 Comparison of FE and test results: impacting mass deceleration versus time for the active

mode [43]

deflagration chamber (Figure 5.55). Rapidly growing pressure acting on the pyroconnection’s
piston broke the sheared pin made of soldering alloy, causing unlocking of the absorber’s
members. A battery of capacitors, pre-charged to 311 V, on the triggering signal was rapidly
discharged through the initiator wire. The initiator wire vaporized in a time shorter than 250 μs
after receiving the signal coming from the real-time control system. The initiation process was
controlled by the electrical control circuit, which was optically separated from the controller.
The silicon-controlled rectifiers (SCR) were used for fast response switching of the initiating
current. The acceleration sensor measured the deceleration of the impacting mass.

During the high-energy mode test, all pyroconnections remained locked through the crushing
time (Figure 5.56, left). The test of the low-energy mode (Figure 5.56, right) was conducted
with the same initial conditions as the passive one. A photocell activated by the dropping head of
the hammer sent the signal to the control system. When the impulse was received by the control
system, the initiation circuit was triggered with a pre-set time offset, causing deflagration of
the powder, opening of the connections and disconnection of the additional members. The
average delay time between the initiation and explosion, due to statistical dispersion, was
around 3–4 ms. A comparison of FE and test results is given in Figure 5.57.

The demonstrated example shows another possible direction of the AIA system development,
which may be applied in wide range of applications.
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6
VDM-Based Remodeling
of Adaptive Structures
Exposed to Impact Loads

Marcin Wikl�o, L� ukasz Jankowski, Mal�gorzata Mróz and Jan Holnicki-Szulc

The structural design for dynamic loads is still a challenge, particularly in the case of impact
loads, which demand a very quick dynamic analysis to model the structural response. There
are several commercially available numerical tools that are capable of providing a reliable
simulation of the structural response to a determined impact scenario. The majority is devoted
to the crashworthiness analysis for vehicle collisions. Nevertheless, these tools are not helpful in
searching for the best design in the case of an unknown a priori impact scenario. The trial-and-
error approach seems to be the unique option in this case. On the other hand, the AIA concept
discussed in the previous chapter takes advantage of real-time impact load identification to
trigger the pre-computed optimum plastic-like adaptation of active elements (structural fuses)
to the actual impact load.

The main motivation for this chapter is thus to propose a methodology for the optimum
design of adaptive structures for adaptive impact absorption (AIA). The first part deals with
remodeling (material redistribution) of elastic structures exposed to impact loads, the second
part extends the analysis to elastoplastic structures and the third part introduces the concept
of adaptive structures controllable via structural fuses, which are special members able to
mimic the plastic-like behavior. A methodology for the optimum design of such structures is
proposed and numerically tested. Its effectiveness is demonstrated in both increasing the impact
absorption capacity and smoothing the response of the considered structure, which are both
nonstandard engineering problems. Finally, the fourth part generalizes the approach to take
additionally the damping effect into account. Since damping is a strongly frequency-dependent
phenomenon, the formulation in the frequency domain and harmonic loads are used.

From the time when the idea of optimum structural remodeling (including topological opti-
mization) was presented in Reference [1] as a problem of material distribution, the subject has
been continuously investigated for increasingly complex structures, taking nonlinear behavior

Smart Technologies for Safety Engineering   Edited by J. Holnicki-Szulc
© 2008 John Wiley & Sons, Ltd. ISBN: 978-0-470-05846-6
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into account and including the impact resistance design of vehicles. A formulation of the
problem for many loading states was presented in Reference [2]. The minimization of the
maximum compliance can be achieved with the application of the β method [3, 4] or the
KS (Kreisselmeier–Steinhauser) function method [5]. In the analysis of the impact resistance
of vehicles, a long list of specific problems can be expected: nonlinear materials (plasticity,
hardening), nonlinear geometry (large displacements, deformations, buckling), dynamics and
contact. The first papers addressing the design for impact resistance were References [6] to [11].

The design of complex structures, such as the structures of automobiles, is an iterative pro-
cess due to safety aspects. Each time the design is changed, the structure has to undergo the
simulation. Duration of a single analysis of the whole structure can take many hours or even
days [12]. The evaluation of influence of each modification requires a renewed analysis of the
system. Manual changes of parameters and application of a precise model make the simulation
process tedious, not effective, numerically expensive and time-consuming. Therefore, in the
early stage of design and redesign, it is recommended that simplified models are used, which
are numerically less expensive and allow the remodeling process to be automated. For linear
systems the technique of simplified processes has been developed and applied for many years,
while for nonlinear systems, especially those subjected to dynamic loads, there have been only
a few papers published until now. Models with concentrated masses have been used in the
automobile industry for safety improvements in crash tests since the early 1970s [13, 14]. In
these models, the nonstructural elements are modeled by concentrated masses, whereas the
essential structural elements, which undergo the deformation, are modeled as nonlinear elas-
tic elements with the load–displacement characteristics of crushed tubes. These models have
been also applied to simulations of passenger–automobile dynamics [15]. In Reference [16]
three simulation methods (hybrid, analytical and mixed) of automobile structures exposed to
impacts have been presented with examples, where the structural elements have been modeled
by nonlinear spring elements with experimentally obtained load–displacement characteristics.
Reference [17] describes in detail a time-effective method for simulation and design of automo-
bile structure frames, called the V-CRASH method. More information about the development
of simplified models can be found in References [18] and [19]. An indispensable stage of appli-
cation of such models is the identification of the model itself. The subject has been developed
in many researches for different structures (nuclear reactors, buildings exposed to earthquakes,
etc. Several papers also consider the impact resistance of automobile vehicles [20–24].

The virtual distortion method (VDM) is a robust and versatile numerical tool for quick and
exact structural modifications, which is able to simulate material redistribution (including van-
ishing of structural elements) and piecewise linear approximations to nonlinear constitutive
laws. It is also capable of exact (analytical) sensitivity analysis and thus enables effective,
gradient-based redesign algorithms, without the need for modifications of global stiffness and
mass matrices. At the present state of development (Chapter 2), the method includes the dy-
namic problems mentioned above. However, the coupled problem of structural modifications
(material redistribution in elastoplastic structures, which causes mutually interacting modifi-
cations of mass, stiffness and plastic zone distribution) and its sensitivity analysis have not yet
been discussed. Therefore, it is considered in this chapter.

The necessity to restrict the considerations to small deformations and to approximate phys-
ical relations by piecewise linear characteristics results in (an increasing with time) error of
the simulated dynamic response. However, the simplifications give a chance to create an ef-
fective tool to determine the optimum material distribution for the initial phase of the dynamic
response, when the deformations are still below an arbitrarily assumed value. When the sim-
plified analysis is accomplished, the precise numerical simulation of the dynamic structural
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response can be performed, including large deformations, with one of the commercially avail-
able codes. The simplest truss model is used in this chapter due to the illustrative simplicity of
the derivations. However, the proposed approach is also applicable to other types of structures
(see Reference [25] for frames and plates), provided additional distortion states are introduced
to model additional potential modifications of the structure.

6.1 Material Redistribution in Elastic Structures

The structural modifications described in Chapter 2 refer to the changes of structural material
in selected elements, which affect their stiffness or mass. The formulas in Equations (31)
and (50) in Chapter 2 allow the virtual distortions (strains and forces) to be determined, which
simulate the intended corresponding structural modifications. However, the cross-section of an
element influences both its stiffness and mass; hence in the problem of material redistribution
both virtual distortions are coupled with each other, which has to be accounted for.

6.1.1 VDM Formulation

The equation of motion for the system with modified cross-sectional areas of the elements can
be stated using the Einstein summation convention as

M̂NM üM (t) + GT
Ni li Ŝi i Gi M uM (t) = fN (t)

where M̂NM are the elements of the modified mass matrix, GT
Ni li Ŝi i Gi M are the elements of

the modified stiffness matrix expressed in terms of the geometric matrix G, which transforms
global degrees of freedom to local strains, and of the diagonal matrix Ŝ of element modified
stiffnesses Ei Âi , where the underlined indices are exempt from the Einstein summation con-

vention. Young’s modulus is denoted by Ei , Âi is the modified cross-sectional area and li is
the length of the i th element; lowercase indices denote the elements and capitals the degrees
of freedom. On the other hand, the equation of motion formulated for the modeled structure
can be stated using force distortions f 0

N (t) and strain distortions ε0
i (t) to simulate respectively

the modifications of mass and stiffness in the following manner:

MNM üM (t) + GT
Ni li Sii

[
Gi M uM (t) − ε0

i (t)
] = fN (t) + f 0

N (t) (1)

where S is the diagonal matrix of the element original stiffnesses Ei Ai . Equation (1) can also
be stated using the strain vector as

MNM üM (t) + GT
Ni li Sii

[
εi (t) − ε0

i (t)
] = fN (t) + f 0

N (t) (2)

where the strain ε j (t) is defined by Equation (2) in Chapter 2.
The virtual distortion method assumes the small deformation case and expresses the dynamic

structural response as the superposition of the response uL
N (t) of the original unmodified struc-

ture and the response due to the distortions ε0
i (t) and f 0

N (t), which simulate the modifications
(compare with Equation (27) in Chapter 2)

uN (t) = uL
N (t) +

∑
τ≤t

Bε
N j (t − τ )ε0

j (τ ) +
∑
τ≤t

Bf
NM (t − τ ) f 0

M (τ ) (3)
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where the index N refers to the degrees of freedom, j to the modified elements and M to the
degrees of freedom related to the modified elements. As in Equation (28) in Chapter 2, the
strain ε(t) can be obtained by premultiplying Equation (3) by Gi N :

εi (t) = εL
i (t) +

∑
τ≤t

Dε
i j (t − τ )ε0

j (τ ) +
∑
τ≤t

Df
i M (t − τ ) f 0

M (τ ) (4)

The member forces in the modified and modeled structures can be respectively expressed as

pi (t) = Ei Âiεi (t)

pi (t) = Ei Ai

(
εi (t) − ε0

i (t)
) (5)

By postulating the identity of the member forces in both structures, Equations (5) yield the
following formula for the strain distortion:

ε0
i (t) =

(
1 − μA

i

)
εi (t) (6)

where the cross-section modification parameter μA
i is defined in Equation (30) in Chapter 2 as

μA
i = Âi/Ai . Substitution of Equation (6) into Equation (4) leads to[

δi j −
(

1 − μA
i

)
Dε

i j (0)
]
ε0

j (t) −
(

1 − μA
i

)
Df

i M (0) f 0
M (t) =

(
1 − μA

i

)
ε

�=t
i (t) (7)

where ε
�=t
i (t), similarly to Equation (32) in Chapter 2, describes the strains without the effect

of the distortions in the current time step t :

ε
�=t
i (t) = εL

i (t) +
∑
τ<t

Dε
i j (t − τ )ε0

j (τ ) +
∑
τ<t

Df
i M (t − τ ) f 0

M (τ ) (8)

Besides the equality of the member forces, the VDM also postulates the equality of the
inertia forces in the modified and modeled structures. This leads to the relation Equation (45)
in Chapter 2, which after substitution of the following analog of Equation (49) in Chapter 2:

üN (t) = üL
N (t) +

∑
τ≤t

B̈f
NM (t − τ ) f 0

M (τ ) +
∑
τ≤t

B̈ε
N j (t − τ )ε0

j (τ ) (9)

yields

�MNM B̈ε
M j (0)ε0

j (t) + [
δNK + �MNM B̈f

MK (0)
]

f 0
K (t) = −�MNM ü �=t

M (10)

where the influence matrices B̈f
MK (t) and B̈ε

MK (t) describe the history of accelerations resulting
from a unitary impulse of respectively the force distortion and the strain distortion, �MNM is
related to the cross-section modification parameter μA

i as in Equation (46) in Chapter 2 and

ü �=t
N = üL

N (t) +
∑
τ<t

B̈ε
N j (t − τ )ε0

j (τ ) +
∑
τ<t

B̈f
NM (t − τ ) f 0

M (τ ) (11)
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Finally, Equations (7) and (10) yield together the following linear system of equations,
which can serve in successive time steps to determine the virtual strain distortions and force
distortions, which model the modifications μA

i of the element cross-sectional areas:

⎡⎣ δi j −
(

1 − μA
i

)
Dε

i j (0) −
(

1 − μA
i

)
Df

i K (0)

�MNM B̈ε
M j (0) δNK + �MNM B̈f

MK (0)

⎤⎦ [
ε0

j (t)

f 0
K (t)

]

=
⎡⎣(

1 − μA
i

)
ε

�=t
i (t)

−�MNM ü �=t
M

⎤⎦ (12a)

which can be stated in the following shorter form:

Fx0 = b (12b)

where the vector x0 collects the virtual distortions. The principal matrix F is time-independent
and hence it is determined and decomposed only once. Moreover, it is also indispensable in
the sensitivity analysis.

The algorithm for the material redistribution analysis is shown in Table 6.1.

Table 6.1 Algorithm for material redistribution in elastic structures

Data and initial calculations
Input data:� Construction under external load� Cross-section modification parameters μA

i

Calculations:� Linear response εL
i (t) and üL

N� Dynamic influence matrices Dε
i j , Df

i N , B̈ε
N j and B̈f

NM� Principal time-independent matrix F by Equation (12).

Calculations in each time step t

(a) Strains ε
�=t
i (t) and accelerations ü �=t

N by Equations (8) and (11)
(b) Virtual distortions ε0

i (t) and f 0
N (t) by Equation (12)

(c) Actual strains and accelerations:

εi (t) = ε
�=t
i (t) + Dε

i j (0)ε0
j (t) + Df

i M (0) f 0
M (t)

üN (t) = ü �=t
N (t) + B̈ε

N jε
0
j (t) + B̈f

NM f 0
M (t)

(d) If necessary, by the corresponding influence matrices compute the response:
the displacements uN (t), the velocities u̇N (t), the stresses σi (t), etc.

(e) If necessary, calculate the derivatives of the response (Section 6.1.2)
(f) t := t + 1
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6.1.2 Sensitivity Analysis

The gradient of an analytically defined objective function can usually be expressed in terms
of the derivatives of the response. Thus, an important advantage of the proposed reanalysis
method is the availability of precise, analytical derivatives of the response with respect to the
modified cross-sectional area Âi , which plays a crucial role in optimization procedures. The
derivatives of both strains (Equation (4)) and accelerations (Equation (9)) are expressible in
terms of the derivatives of the virtual distortions ∂ε0

i (τ )/∂ Âl and ∂ f 0
N (τ )/∂ Âl :

∂εi (t)

∂ Âl
=

∑
τ≤t

Dε
i j (t − τ )

∂ε0
j (τ )

∂ Âl
+

∑
τ≤t

Df
i M (t − τ )

∂ f 0
M (τ )

∂ Âl

∂ üN (t)

∂ Âl
=

∑
τ≤t

B̈ε
N j (t − τ )

∂ε0
j (τ )

∂ Âl
+

∑
τ≤t

B̈f
NM (t − τ )

∂ f 0
M (τ )

∂ Âl

The components containing the current-step derivatives are separable by Equations (8) and
(11):

∂εi (t)

∂ Âl
= ∂ε

�=t
i (t)

∂ Âl
+ Dε

i j (0)
∂ε0

j (t)

∂ Âl
+ Df

i M (0)
∂ f 0

M (t)

∂ Âl

∂ üN (t)

∂ Âl
= ∂ ü �=t

N (t)

∂ Âl
+ B̈ε

N j (0)
∂ε0

j (t)

∂ Âl
+ B̈f

NM (0)
∂ f 0

M (t)

∂ Âl

(13)

Differentiation of the virtual distortion formulas of Equation (17) and Equation (45) in Chapter
2 yields

∂ε0
i (t)

∂ Âl
= −∂μA

i

∂ Âl
εi (t) +

(
1 − μA

i

) ∂εi (t)

∂ Âl

∂ f 0
N (t)

∂ Âl
= −∂�MNM

∂ Âl
üM (t) − �MNM

∂ üM (t)

∂ Âl

(14)

where ∂�MNM/∂ Âl can be computed by direct differentiation of Equation (46) in Chapter 2
to be

∂�MNM

∂ Âl
= Ml

NM

Al
(15)

where Ml
NM is the mass matrix of the lth element in the global coordinate system. Substitution

of Equations (13) into Equations (14) yields two formulas similar to Equations (7) and (10),
which combined together yield a formula similar to Equation (12a):

⎡⎣ δi j −
(

1 − μA
i

)
Dε

i j (0) −
(

1 − μA
i

)
Df

i K (0)

�MNM B̈ε
M j (0) δNK + �MNM B̈f

MK (0)

⎤⎦
⎡⎢⎢⎢⎣

∂ε0
j (τ )

∂ Âl

∂ f 0
K (τ )

∂ Âl

⎤⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎣
(1 − μi )

∂ε
�=t
i (t)

∂ Âl
− εi (t)

Al
δil

−�MNM
∂ ü �=t

M (t)

∂ Âl
− Ml

NM

Al
üM (t)

⎤⎥⎥⎥⎥⎦ (16)
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Table 6.2 Material redistribution in elastic structures (numerical example):

modifications of element cross-sections

Element number Modification parameter μA New cross-section area (m2)

1 1.2 1.2 × 10−5

2 0.8 0.8 × 10−5

3 0.1 0.1 × 10−5

4 1.2 1.2 × 10−5

5 0.2 0.2 × 10−5

where an obvious relation ∂μA
i (t)/∂ Âl = δil/Al has been used. The principal matrices

in Equations (16) and (12a) are identical, which considerably simplifies the optimization
process.

6.1.3 Numerical Testing Example

Consider the truss cantilever structure presented in Figure 2.4. The dynamic loading is realized
by the initial vertical velocity V0 = −20 m/s of the right bottom node. Material properties are
uniformly distributed; Young’s modulus and density are respectively E = 2.1 × 10′′ N/m2

and ρ = 7800 kg/m3. The initial cross-section of all elements is A = 1 × 10−5 m2, while the
modified cross-sections are listed in Table 6.2.

The response of the modified structure has been computed using the described VDM ap-
proach and compared with the results of a standard FEM-based analysis. The discrepancies
have been quantized by the following measure of the relative error:

�ei (t) = eR
i (t) − eVDM

i (t)

eR
i (t)

(17)

where e is the value being compared (displacement, velocity, acceleration etc.) and the super-
scripts VDM and R denote respectively the VDM result and the reference FEM result, which
have been obtained using the Newmark integration scheme. Figure 6.1 plots the relative errors
of displacements, velocities and accelerations of the second node in the vertical direction. The
maximum errors do not exceed 4 × 10−10, which is close to the numerical error level.

Figure 6.2 plots the discrepancies (Equation (17)) between the response gradients obtained
analytically by Equation (16) and the gradients computed with the finite difference method
(FDM). As an example, they have been computed for strains in all elements with respect to
the cross-sectional area in the fourth element (left-hand side figure) and for accelerations in
all degrees of freedom with respect to the cross-sectional area in the second element (right-
hand side). The maximum values do not exceed 0.05 % for both diagrams, which confirms
proper implementation of the VDM-based algorithm for sensitivity analysis. However, in more
sensitive cases the analytical results obtained via the VDM-based techniques will be more
accurate than those based on the FDM. This difference can be crucial for more challenging
optimization problems.

Other examples for truss and beam structures have been presented in References [26] to [29]
and deal with one of the most promising applications of the VDM in dynamic analysis – the
inverse problem of parameter identification.



OTE/SPH OTE/SPH
JWBK160-06 JWBK160-Holnicki March 12, 2008 20:48 Char Count= 0

222 Smart Technologies for Safety Engineering

Figure 6.1 Material redistribution in elastic structures (numerical example): error of VDM-based re-

analysis relative to the standard FEM analysis of the structure in Figure 2.4 (the second node in the

horizontal direction)

Figure 6.2 Material redistribution in elastic structures (numerical example): errors of response gradients

obtained analytically by Equation (16), relative to gradients obtained with the finite differences method:

(left) strain gradients ∂εi (t)/∂ Â4 for all elements i ; (right) acceleration gradients ∂ üN (t)/∂ Â2 for all

degrees of freedom N
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6.2 Remodeling of Elastoplastic Structures

This section considers the coupled problem of simulation of material redistribution for struc-
tures with elastoplastic material characteristics. Two cases are considered: modifications of the
element cross-sectional areas Ai , which couple the stiffness and mass matrices, and separate
independent modifications of element stiffnesses and masses.

6.2.1 VDM Formulation

The equations of motion for the modeled structures with virtual distortions simulating mod-
ifications of material distribution and physical nonlinearities can be expressed similarly to
Equation (1) as

MNM üM (t) + GT
Ni li Sii

[
Gi M uM (t) − ε0

i (t) − β0
i (t)

] = fN (t) + f 0
N (t)

which, as in Equation (2), can also be expressed via strains rather than displacements:

MNM üM (t) + GT
Ni li Sii

[
εi (t) − ε0

i (t) − β0
i (t)

] = fN (t) + f 0
N (t)

The virtual distortion method expresses the dynamic structural response as a superposition
of the linear response uL

N and terms due to modifications, which are simulated by virtual
distortions:

uN (t) = uL
N (t) +

∑
τ≤t

Bε
N j (t − τ )ε0

j (τ ) +
∑
τ≤t

Bε
Nk(t − τ )β0

k (τ ) +
∑
τ≤t

Bf
NM (t − τ ) f 0

M (τ )

(18)

where the distortions ε0
i (t), β0

i (t) and f 0
N (t) simulate respectively the modifications of element

stiffness (strain distortions), physical nonlinearities (plastic distortions) and element mass
(force distortions). The index N denotes all degrees of freedom, j denotes the elements with
modified cross-sections, k denotes the plastified elements and M denotes the degrees of freedom
related to the elements with modified cross-sections. The corresponding formula for strain is
obtained by premultiplying Equation (18) by Gi N :

εi (t) = εL
i (t) +

∑
τ≤t

Dε
i j (t − τ )ε0

j (τ ) +
∑
τ≤t

Dε
ik(t − τ )β0

k (τ ) +
∑
τ≤t

Df
i M (t − τ ) f 0

M (τ )

which, by directly separating the increments of plastic distortions �β0
k in successive time steps,

takes the form

εi (t) = εL
i (t) +

∑
τ≤t

Dε
i j (t − τ )ε0

j (τ ) +
∑
τ≤t

∑
κ≤τ

Dε
ik(t − κ)�β0

k (κ) +
∑
τ≤t

Df
i M (t − τ ) f 0

M (τ )

(19)

Let ε �=t (t) denote the strains without the effect of strain distortions εi (t), distortion forces
f 0

N (t) and plastic distortion increments �βi (t) in the current time step t :

εi (t) = ε
�=t
i (t) + Dε

i j (0)ε0
j (t) + Dε

ik(0)�β0
k (t) + Df

i M (0) f 0
M (t) (20)
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which can be compared with Equation (8). Formulas of Equations (5) for the member forces
in the modified and modeled structures have to be modified in order to take into account the
plastic distortions. In the considered elastoplastic case they take the form

pi (t) = Ei Âi

[
εi (t) − β0

i (t)
]

(21a)

pi (t) = Ei Ai

[
εi (t) − ε0

i (t) − β0
i (t)

]
(21b)

and yield the following formula for the virtual distortion (see Equation (6)):

ε0
i (t) =

(
1 − μA

i

) [
εi (t) − β0

i (t)
]

where the modification parameter μA
i can represent the modification of either the element

cross-section μA
i = Âi/Ai or the element stiffness only. In the latter case it is denoted by

μE
i = Êi/Ei . The increment of the plastic distortion �β0(t) can be written explicitly:

ε0
i (t) =

(
1 − μA

i

) [
εi (t) − β0

i (t − 1) − �β0
i (t)

]
(22)

Substitution of Equation (20) into Equation (22) leads to the first of the three conditions
necessary to determine the virtual distortions being sought:(

1 − μA
i

) [
ε

�=t
i (t) − β0

i (t − 1)
]

=
[
δi j −

(
1 − μA

i

)
Dε

i j (0)
]
ε0

j (t) −
(

1 − μA
i

)
Df

i M (0) f 0
M (t)

−
(

1 − μA
i

) [
Dε

ik(0) − δik

]
�β0

k (23)

The postulate of identity of the inertia forces in the modified and modeled structures leads to
the relation in Equation (45) in Chapter 2, which after the substitution of the following analog
of Equation (20):

üN (t) = ü �=t
N (t) + B̈ε

Ni (0)ε0
i (t) + B̈ε

Nk(0)�β0
k (t) + B̈f

NM (0) f 0
M (t)

yields the second condition:

−�MNM ü �=t
M = �MNM B̈ε

M j (0)ε0
j (t) + [

δNM + �MNL B̈f
LM (0)

]
f 0

M (t)

+ �MNM B̈ε
Mk(0)�β0

k (24)

where �MNM is related to the cross-section (or density) modification parameter μA
i (or μ

ρ

i ) as
in Equation (46) in Chapter 2.

The third condition necessary to determine the virtual distortions is based on the constitutive
relation. As it makes use of element stresses, the two following cases should be distinguished:

1. For modifications of element cross-sections Ai , which couple element stiffnesses and
masses, the stresses are computed based on Equation (21a):

σi (t) = pi (t)

Âi
= Ei

[
εi (t) − β0

i (t)
]

(25a)
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2. For independent modifications of both element Young’s moduli and densities, the stresses
have to be computed based on Equation (21b):

σi (t) = pi (t)

Ai
= Ei

[
εi (t) − ε0

i (t) − β0
i (t)

]
(25b)

6.2.1.1 Modifications of Element Cross-Sections

The problem of material redistribution considered here assumes modifications of element
cross-sections Ai , which couple both the element stiffness and mass. In this case the stresses
(Equation (25a)) have to be used. The virtual distortions in the current time step t can be
explicitly separated by Equation (20):

σi (t) = Ei

[
ε

�=t
i (t) + Dε

i j (0)ε0
j (t) + Df

i M (0) f 0
M (t)

+ Dε
ik(0)�β0

k (t) − �β0
i (t) − β0

i (t − 1)
]

(26)

Substitution of the stresses (Equation (26)) to the constitutive relation (Equation (35) in
Chapter 2) leads to the following formula, which is valid only for the currently yielding
elements i : (

1 − γi
)
σ TR

i (t) − sign
(
σ TR

i (t)
) [(

1 − γi
)
σ �

i + γi Ei
i (t)
]

= − (
1 − γi

)
Ei Dε

i j (0)ε0
j (t) − (

1 − γi
)

Ei Df
i M (0) f 0

M (t)

+ Ei

[
δik − (

1 − γi
)

Dε
ik(0)

]
�β0

k (t) (27)

Finally, Equations (23), (24) and (27) combined together yield the following linear system,
similar to Equations (12), which can be iteratively used in successive time steps to determine
all virtual distortions:

FSx0 = bS (28)

where the principal matrix FS is given by⎡⎢⎢⎣
δi j −

(
1 − μA

i

)
Dε

i j (0) −
(

1 − μA
i

)
Df

i M (0) −
(

1 − μA
i

)
[Dε

ik(0) − δik]

�MNM B̈ε
M j (0) δNM + �MNL B̈f

LM (0) �MNM B̈ε
Mk(0)

− (
1 − γi

)
Ei Dε

i j (0) − (
1 − γi

)
Ei Df

i M (0) Ei [δik − (
1 − γi

)
Dε

ik(0)]

⎤⎥⎥⎦
the vector x0 collects the virtual distortions,

x0 = [
ε0

j (t) f 0
M (t) �β0

k (t)
]T

and

bS =

⎡⎢⎢⎣
(

1 − μA
i

) (
ε

�=t
i (t) − β0

i (t − 1)
)

−�MNM ü �=t
M(

1 − γi
)
σ TR

i (t) − sign
(
σ TR

i (t)
)

[
(
1 − γi

)
σ �

i + γi Ei
i (t)]

⎤⎥⎥⎦
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Note, however, that although the elements of the full principal matrix FS do not depend on
time and can thus be computed only once, its size is time-dependent, since the third equation of
(28) is valid only for the currently yielding elements and the extent of the plastic zone changes
in time. Thus, the principal matrix FS and the system of Equation (28) have to be updated
each time the plastic zone changes. The algorithm for simulation of material redistribution in
elastoplastic structures is shown in Table 6.3.

Table 6.3 Algorithm for material redistribution in elastoplastic structures

Data and initial calculations
Input data� Construction under external load� Initially empty plastic zone B = ∅� Yield stress limits σ�

i , hardening parameters γi , cross-section modification parameters μA
i

Calculations� Linear response εL
i (t) and üL

N (t)� Dynamic influence matrices Dε
i j (t), Df

i N (t), B̈ε
N j (t) and B̈f

NM (t)� Principal matrix FS by Equation (28)

Calculations in each time step t

Strains ε
�=t
i (t) and accelerations ü �=t

N (t)

Estimate the trial stresses σ TR
i (t) = Ei

[
ε

�=t
i (t) − β0

i (t − 1)
]

Estimate the extent of the plastic zone B by the condition |σ TR
i (t)| > σ�

i + γi Ei

1−γi

i (t)

NONEMPTY PLASTIC ZONE

(a) Update the principal matrix FS according to the plastic zone B and sign(σ TR
i )

(b) Virtual distortions �β0
k (t), ε0

j (t) and f 0
M (t) by Equation (28)

(c) Plastic distortions: β0
k (t) := β0

k (t − 1) + �β0
k (t)

(d) Total plastic strain for isotropic hardening: 
k(t) := 
k(t − 1) + |�β0
k (t)|

(e) Actual strains by Equation (20) and accelerations
(f) Stresses by Equation (26)
(g) Verify the sign of �β0

k (t)σk(t). If negative, reestimate the extent of the plastic zone
B using the computed stresses σi (t) instead of the trial stresses σ TR

i (t) and go back
to (a)

EMPTY PLASTIC ZONE

(a) Update the principal matrix FS according to the empty plastic zone B = ∅
(b) Virtual distortions ε0

j (t) and f 0
M (t)

(c) Plastic distortions β0
k (t) := β0

k (t − 1)
(d) Actual strains by Equation (20) and accelerations
(e) Stresses by Equation (26)

If necessary, by the corresponding influence matrices compute the response: the dis-
placements uN (t), the velocities u̇N (t), etc.

If necessary, calculate the derivatives of the response (Section 6.2.2)

t := t + 1
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Table 6.4 Material redistribution in elastoplastic structures

(numerical example): modifications of element cross-sections

Element number σ � (MPa) γ A (m2) μA Â (m2)

1 50 0.01 1 × 10−5 0.8 0.8 × 10−5

2 50 0.01 1 × 10−5 1.1 1.1 × 10−5

3 50 0.01 1 × 10−5 0.6 0.6 × 10−5

4 50 0.01 1 × 10−5 0.2 0.2 × 10−5

5 50 0.01 1 × 10−5 0.7 0.7 × 10−5

6.2.1.2 Numerical Testing Example

The testing example (Figure 2.4 in Chapter 2) has been used to test the presented reanalysis
procedure based on virtual distortions and to verify it against a reanalysis performed with
the commercially available package ANSYS (the two-dimensional truss element LINK1 and
bilinear isotropic hardening).

The uniformly distributed material properties, the original and the modified element cross-
sections are listed in Table 6.4. The dynamic excitation is realized by the initial vertical velocity
V0 = −20 m/s of the right bottom node.

Figure 6.3 compares the computed plastic distortions β0
k (t) with the reference ANSYS results

and shows their relative discrepancies (Equation (17)), which stay below 1.2 %. Figure 6.4
shows the distortion forces f 0

N (t), which model the modifications of mass. Figure 6.5 plots the
virtual strain distortions ε0

j (t), which model the modifications of stiffness and compares the
computed energy balance with the reference ANSYS results.

6.2.1.3 Independent Modifications of Element Mass and Stiffness

If structural remodelling proceeds via direct modifications of the element material (density ρ

and Young’s modulus E) rather than modifications of cross-sections, then element stresses are
expressed by Equation (25b), which should be used with the constitutive relation Equation (35)
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Figure 6.3 Material redistribution in elastoplastic structures, modifications of element cross-sections

(numerical example): (left) computed plastic distortions compared to reference ANSYS results;

(right) errors of computed plastic distortions relative to reference ANSYS results
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Figure 6.4 Material redistribution in elastoplastic structures, modifications of element cross-sections

(numerical example): virtual distortion forces simulating modifications of element mass

in Chapter 2. In consequence, the third condition, which builds the linear system Equation (28),
takes, instead of Equation (27), the following form:

(
1 − γi

)
Ei

[
ε

�=t
i (t) − β0

i (t − 1)
]

− sign(σ TR
i (t))

[(
1 − γi

)
σ �

i + γi Ei
i (t)
]

= (
1 − γi

)
Ei

[
δi j − Dε

i j (0)
]
ε0

j (t) − (
1 − γi

)
Ei Df

i M (0) f 0
M (t)

+ Ei

[
δik − (

1 − γi
)

Dε
ik(0)

]
�β0

k (t)

Figure 6.5 Material redistribution in elastoplastic structures, modifications of element cross-sections

(numerical example): (left) virtual strain distortions simulating modifications of element stiffness;

(right) computed energy balance compared to reference ANSYS results
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The algorithm in Table 6.3 has also to be modified: in the considered case the trial stresses,
similarly to the actual stresses of Equation (25b), depend on the virtual strain distortions ε0

i (t)
and are expressed by

σ TR
i (t) = Ei

[
ε

�=t
i (t) − ε0

i (t) − β0
i (t − 1)

]
However, in order to find the extent of the plastic zone B, the trial stresses have to be estimated
before the strain distortion (and other virtual distortions) are computed. Nevertheless, they can
be initially estimated by assuming

ε0
i (t) ≈

(
1 − μE

i

) [
ε

�=t
i (t) − β0

i (t − 1)
]

6.2.1.4 Numerical Testing Example

Consider the same five-element truss structure as in the previous examples (Figure 2.4) with
the same dynamic excitation in the form of the initial vertical velocity V0 = −20 m/s of the
bottom right node. A piecewise-linear constitutive law was included and the reanalysis was
performed for the case of direct modifications of element material properties, i.e. independent
modifications of stiffness and mass, which makes two independent modification parameters μE

i
and μ

ρ

i necessary. The material properties of the elements are listed in Table 6.5; the changes
correspond to the replacement of steel in the third element with magnesium and with copper
in the fourth and fifth elements.

Figure 6.6 plots the distortion forces f 0
i , which act in the second and fourth node and model

the assumed mass modifications. The five plastic distortions β0
i (t) are illustrated in Figure 6.7

and compared to the reference ANSYS results. For better visualization of the discrepancies,
the relative errors are depicted on the right-hand side, showing 0.6 % for the third element and
less than 0.2 % for the other elements, which confirms the validity of the presented VDM-
based reanalysis method. Figure 6.8 (left) shows the virtual strain distortions ε0

i modeling the
assumed changes of the element stiffnesses, while Figure 6.8 (right) plots the computed energy
balance and compares it to the reference ANSYS results.

6.2.2 Sensitivity Analysis

An important advantage of the VDM-based methods for structural remodeling is the availabil-
ity of the analytical derivatives of the response with respect to structural parameters, which
makes possible precise computations of gradients of response-based objective functions and
thus enables effective gradient-based optimization. This subsection considers the derivatives

Table 6.5 Structural remodeling in elastoplastic structures (numerical example): modifications of

material properties

Element number μE μρ σ � (MPa) γ

1 1.00 1.00 294 0.01

2 1.00 1.00 294 0.01

3 0.12 0.22 120 0.01

4 0.62 1.14 210 0.01

5 0.62 1.14 210 0.01
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Figure 6.6 Structural remodeling in elastoplastic structures, modifications of material properties (nu-

merical example): virtual distortion forces modeling the assumed density modifications

with respect to element modified cross-sections Âi ; derivatives with respect to other types of
modifications can be treated in an analogous way.

Direct differentiation of Equation (28) yields the following linear system, which can be used
iteratively in successive time steps to compute the derivatives of the virtual distortions:

FS ∂x0

∂ Âl
= ∂b

∂ Âl
− ∂FS

∂ Âl
x0 (29)

The principal matrix of Equation (29) stays the same as in Equation (28), which simpli-
fies the optimization process. The vector ∂x0/∂ Âl collects the derivatives of the virtual
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Figure 6.7 Structural remodeling in elastoplastic structures, modifications of material properties

(numerical example): (left) computed plastic distortions compared to the reference ANSYS results;

(right) errors of computed plastic distortions relative to the reference ANSYS results
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Figure 6.8 Structural remodeling in elastoplastic structures, modifications of material properties (nu-

merical example): (left) virtual strain distortions modeling assumed modifications of Young’s modulus;

(right) energy balance of the five-element truss

distortions,

∂x0

∂ Âl
=

[
∂ε0

j (t)

∂ Âl

∂ f 0
M (t)

∂ Âl

∂�β0
k (t)

∂ Âl

]T

The right-hand side vector is given by

∂b

∂ Âl
− ∂FS

∂ Âl
x0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
1 − μA

i

) [
∂ε

�=t
i (t)

∂ Âl
− ∂β0

i (t − 1)

∂ Âl

]
− δil

Al
[εi (t) − β0

i (t)]

−∂�MNM

∂ Âl
üM (t) − �MNM

∂ ü �=t
M (t)

∂ Âl

Ei

[
∂ε

�=t
i (t)

∂ Âl
− ∂β0

i (t − 1)

∂ Âl

]
− sign

[
σ TR

i (t)
]
γi Ei

∂
i (t)

∂ Âl

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
where the derivative of the total plastic strain 
i (t) can be expressed by Equation (37) in
Chapter 2 as

∂
i (t)

∂ Âl
=

∑
t

sign
[
�β0

i (t)
] ∂�β0

i (t)

∂ Âl

The derivative of the mass matrix increment ∂�MNM/∂ Âl is given by Equation (15) and

∂ε
�=t
i (t)

∂ Âl
=

∑
τ<t

Dε
i j (t − τ )

∂ε0
j (τ )

∂ Âl
+

∑
τ<t

Df
i M (t − τ )

∂ f 0
M (τ )

∂ Âl

+
∑
τ<t

∑
κ≤τ

Dε
ik(τ − κ)

∂�β0
k (κ)

∂ Âl
+

∑
τ<t

Dε
ik(t − τ )

∂�β0
k (τ )

∂ Âl

while the derivative of ü �=t
M (t) with respect to Âl is analogous.
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Given the derivatives of the virtual distortions, the derivatives of the response can be com-
puted either directly by the differentiated versions of Equations (18) and (19) or by

∂εi (t)

∂ Âl
= ∂ε

�=t
i (t)

∂ Âl
+ Dε

i j (0)
∂ε0

j (t)

∂ Âl
+ Df

i M (0)
∂ f 0

M (t)

∂ Âl
+ Dε

ik(0)
∂�β0

k (t)

∂ Âl

or its counterpart for accelerations. The latter should be quicker, since ∂ε
�=t
i (t)/∂ Âl are already

computed for use with Equation (29).

6.2.2.1 Numerical Testing Example

Consider the following objective function, which describes the total energy dissipated in the
process of plastic yielding:

�U =
∑

t

�U (t) =
∑

t

σi (t)�β0
i (t)li Aiμi

The derivative of the objective function with respect to the element cross-section can be
expressed as follows:

∂�U

∂ Âl
=

∑
t

li

[
∂σi (t)

∂ Âl
�β0

i (t)Aiμi + σi (t)
∂�β0

i (t)

∂ Âl
Aiμi + σi (t)�β0

i (t)δil

]

where the component ∂σi (t)/∂ Âl can be determined by differentiating Equation (25a) as

∂σi (t)

∂ Âl
= Ei

(
∂εi (t)

∂ Âl
− ∂β0

i (t)

∂ Âl

)

The sensitivity analysis has been performed for the same testing example as before (see
Figure 2.4 and Table 6.4). Table 6.6 lists the numerical values of the computed gradients,
reference ANSYS results obtained by the finite differences method (FDM) and the relative
discrepancies, which do not exceed 50 × 10−6.

6.3 Adaptive Structures with Active Elements

The quick reanalysis technique and the possibility of numerically efficient structural modifica-
tions presented in the first section, together with accurate sensitivity analysis, provide strong
numerical tools to deal with complex optimization problems of elastic structures. However, as
demonstrated in the second section, the VDM-based approach to remodeling extends also to
the elastoplastic structural behavior. This leads to the main idea of this chapter: the optimum
design of adaptive structures. If it has been assumed that properly located and actively con-
trolled dissipaters (structural fuses) can perform similarly to elastoplastic structural elements,
the presented numerical tools can be used for the design of smart structures capable of optimum
real-time adaptation to random impact loads. This can be formulated as follows:

1. Assume an initial configuration of a considered structure, which is exposed to a given set
of potential impact loads.
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Table 6.6 Sensitivity analysis for material redistribution in elasto-plastic structures (numerical

example), validation of gradients of total dissipated energy with respect to element cross-sections:

computed (VDM), ANSYS reference results (FDM) and their relative discrepancies

FDM VDM Relative discrepancy

∂U

∂ Â1

9.96206 × 103 9.96205 × 103 833.870 × 10−9

∂U

∂ Â2

20.4749 × 103 20.4739 × 103 46.7989 × 10−6

∂U

∂ Â3

25.9559 × 103 25.9552 × 103 30.0264 × 10−6

∂U

∂ Â4

443.956 × 103 443.955 × 103 2.50197 × 10−6

∂U

∂ Â5

610.193 × 103 610.192 × 103 1.76812 × 10−6

2. Redesign the initial structural configuration in such a way that, preserving the same volume
of material, a limited number of active elements with controllable plastic-like characteristics
can assure the mean-optimum response of the structure to all the considered impact loads.
The optimality criterion can be based on nodal displacements, element stresses and overall
energy absorption capacities.

A methodology proposed here decomposes the crucial second task into three stages:

1. Redesign the initial structural configuration to obtain the stiffest elastic structure by min-
imizing the displacements of chosen nodes under the considered multiple impact loads. It
was observed that the resulting structure has a quasi-isostatic structural topology, with the
mass concentrated in a small number of elements; the maximum impact-induced stresses
are significantly reduced.

2. Determine the optimum locations for the structural fuses, which are elements with control-
lable elastoplastic properties (e.g. yield stress). In order to minimize the costs, only a limited
number of elements should be chosen, which however lead to significant improvement in
terms of the structural response and the optimality criterion.

3. Determine the optimum, in terms of energy dissipation, control strategies of the structural
fuses, either passive or active. The former assumes no prior information about an immi-
nent impact and is hence a general mean-optimum strategy. The latter allows for optimum
control specifically tailored to each of the considered impact cases and requires real-time
identification of impact loads [30].

The proposed approach is demonstrated in this section on the example of a planar truss beam
structure exposed to impact loads (Figure 6.9). The structure is rigidly supported at both ends
and consists of 11 sections 0.1 m × 0.1 m each; the total length is 1.1 m. The elements are made
of steel (Young’s modulus 210 GPa, density 7800 kg/m3) and initially all 110 mm2 in cross-
section. Impact loads are simulated by initial velocities of two masses attached simultaneously
to two nodes.
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Figure 6.9 Two-dimensional truss beam, initial configuration

6.3.1 Stiffest Elastic Substructure

6.3.1.1 Optimization Problem

The considered structure is to be optimally remodeled to form the stiffest structure with min-
imum dynamic deflections under the given impact load. The following objective function is
thus used:

f (Â) =
∑
t,M

u2
M (t) (30)

where uM (t) denotes the modeled response of the structure with modified element cross-
sections Â, subject to the following constraints:

V = Ailiμi ≤ Ṽ

Âi > 0

|σi | < σ̃

(31)

The index M belongs to the set of the degrees of freedom in which the displacements are being
minimized, which in the case considered here are the vertical displacements of the two impacted
nodes. The total volume of the material in the initial structural configuration is denoted by Ṽ
and the maximum admissible stress level by σ̃ .

In order to simplify the optimization process, the original optimization problem of Equa-
tion (30) with the constraints in Equations (31) has been transformed into a corresponding un-
constrained problem. Instead of the original constraints, three quadratic penalty functions [31]
have been used to form the following modified objective function:

fc(Â) = f (Â) + c1

(
V − Ṽ

)2
1V >Ṽ + c2

∑
i

Â2
i 10> Âi

+ c3

∑
t,i

{
[σi (t) + σ̃ ]2 1−σ̃>σi (t) + [σi (t) − σ̃ ]2 1σ̃<σi (t)

}
(32)

where c1, c2 and c3 are suitably chosen constants and

1ψ(x)(x) =
{

1 if ψ(x)

0 otherwise
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Differentiation of Equation (32) yields the formula for the gradient of the modified objective
function:

∂ fc(Â)

∂ Âl
= −2

∑
t,M

uM (t)
∂uM (t)

∂ Âl
+ 2c1ll(V − Ṽ )1V >Ṽ + 2c2 Âl10>Al

+ 2c3

∑
t,i

{
[σi (t) + σ̃ ]

∂σi (t)

∂ Âl
1−σ̃>σi (t) + [σi (t) − σ̃ ]

∂σi (t)

∂ Âl
1σ̃<σi (t)

}

where the derivatives of the structural response can be obtained with the VDM-based methods
described in this chapter. The Levenberg–Marquardt optimization algorithm used here [31,32]
makes use of an easy-to-compute approximation H̃(Â) to the Hessian of the objective function.
It is obtained by local linearizations of the displacements uM (t) and the stresses σi (t), i.e. by
assuming that their second derivatives with respect to element cross-sections vanish:

∂2uM (t)

∂ Âl ∂ Âk
≈ 0 and

∂2σi (t)

∂ Âl ∂ Âk
≈ 0

which yields the following elements of the approximate Hessian H̃(Â):

∂2 fc(Â)

∂ Âl ∂ Âk
≈ 2

∑
t,M

∂uM (t)

∂ Âl

∂uM (t)

∂ Âk

+ 2c1ll lk1V >Ṽ + 2c2δlk10>Al + 2c3

∑
t,i

[
∂σi (t)

∂ Âl

∂σi (t)

∂ Âk
1σ̃<|σi (t)|

]

The complete optimization step of the algorithm is listed in Table 6.7. Notice that, in general,
the reanalysis algorithm has to take care of skipping the determination of the displacements of
a free node, in case all cross-sections Âi of the elements related to this node vanish. This can
be relatively easily implemented, as the VDM-based methods do not require rebuilding of the
global stiffness matrix.

6.3.1.2 Asymmetric Single-Impact Load

The impact load was simulated by initial velocities of 5 m/s of two masses m1 = 0.1 kg,
m2 = 2 kg simultaneously attached to two nodes of the structure (see Figure 6.9). The subject
of minimization is the displacements of the two impacted nodes in the first millisecond after
the impact.

The result of the optimum remodeling problem defined by Equations (30) and (31) (or, in
fact, its unconstrained counterpart, Equation (32)) is the structure presented in Figure 6.10. The
vertical displacements of the two impacted nodes before and after optimization are plotted in
Figure 6.11. The objective function was reduced from 172.24 to 80.92. An important side effect
of the remodeling process is the significant mass concentration in selected structural elements,
which will be used in the next section of this chapter for location of effective shock-absorbers
in the adaptive version of the considered structure.
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Table 6.7 Optimum remodeling example: a single step of the optimization

algorithm

1. Derivatives of the response ∂uN (t)/∂ Âl and ∂σi (t)/∂ Âl

2. Gradient of the modified objective function ∇ fc(Â)
3. Approximate Hessian of the modified objective function H̃(Â)
4. Adaptive selection of the step length: repeat

Optimization step �Â by solving [H̃(Â) + λI]�Â = −∇ fc(Â)
Modified objective function at the new point fc(Â + �Â)
Expected improvement of the modified objective function

1

2
�Â

[
λI�Â − ∇ fc(Â)

]
Actual-to-expected improvement ratio

κ = f ( Â) − f ( Â + � Â)

0.5�Â
[
λ�Â − ∇ fc(Â)

] = actual improvement

expected improvement

If κ < κmin, then λ := kλ, else if κ > κmax, then λ := λ/k

until κ ≥ 0

Figure 6.10 Optimally remodeled structure (asymmetric impact case)

Figure 6.11 Original and optimum vertical displacements of impacted nodes (asymmetric impact case)
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Figure 6.12 Optimally remodeled 30-element structure (multiple-impact case)

6.3.1.3 Multiple-Impact Loads

It is important for further discussion to consider the case of multiple-impact loads. Assume
that two impact scenarios are possible: the one just discussed (m1 = 0.1 kg, m2 = 2 kg) and
its symmetric counterpart (m1 = 2 kg, m2 = 0.1 kg). The optimization is still based on the
algorithm presented in Table 6.7. Since the two considered loads are mutually symmetric, each
optimization step should be symmetrized by assuming

� Âi := � Âi + � Âı̄

2

where the ı̄ th element is located in the structure symmetrically to the i th element.
The structure optimally remodeled for the two considered impacts is presented in Figure 6.12,

with the original and optimized displacements shown later in Figure 6.14 (left). In terms of the
objective function the result is inferior to the previous one, since the optimum configuration
has to account for multiple-impact loads. A general optimization algorithm should eliminate
free nodes and, in certain cases, replace two collinear elements with one. Since this is not
implemented in its present form, these modifications have been done manually. However,
an automatic algorithm is also possible. The total number of structural elements is reduced
from 54 in Figure 6.9 to 30 in Figure 6.12.

Notice that a similar but significantly simpler solution shown in Figure 6.13 can be obtained
by removing two vertical elements between sections 1, 2 and 10, 11, and by replacing each
of the two pairs of the remaining upper elements by one with the mean cross-sectional area.
The objective function changes only insignificantly as the result (see Figure 6.14, right). This
26-element structure is discussed in the next subsection.

6.3.2 Structural Fuses as Active Elements

In the preceding subsection the considered structure has been remodeled to obtain its stiffest
elastic substructure (see also Reference [33]). In the next step of the methodology of con-
structing adaptive structures, outlined at the beginning of this section, controllable elastoplastic

Figure 6.13 Near-optimum 26-element structure (multiple-impact case)
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Figure 6.14 Original and optimized vertical displacements of impacted nodes (multiple-impact case):

(left) 30-element optimum structure; (right) 26-element near-optimum structure

characteristics are attributed to a limited number of chosen elements [34]. These elements are
called structural fuses, since they are meant to dissipate impact energy. In the considered op-
timized truss beam structure (Figure 6.13) it is natural to consider the two elements located in
the upper layer of the two section pairs: 1, 2 and 10, 11 (see Figure 6.15). These two structural
fuses located in the elements, which accumulate the largest portion of the strain energy in the
elastic solution, are good candidates for location of the energy dissipation process. However,
in the previously considered case of the single asymmetric impact load, better locations for
structural fuses are sections 10, 11 (upper layer) and section 11 (lower layer).

The third step of the methodology considers optimum control strategies for the already
allocated structural fuses. Provided a real-time impact identification system is available [30],
an active control strategy can be pursued. The optimality is defined in terms of the energy
dissipated by the fuses in the process of plastic yielding:

�U =
∑
t≤T

σi (t)�β0
i (t)li Aiμi (33)

which should be maximized for each of the considered impact scenarios. Equation (33) is
subject to the following constraints imposed on stresses and plastic distortions (maximum
strokes of structural fuses):

|σi (t)| < σ̃ (34a)∣∣β0
i (t)

∣∣ < β̃ (34b)

Figure 6.15 Location of structural fuses in the 26-element structure
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Figure 6.16 Development of plastic distortions in adaptive elements I and II (see Figure 6.15)

In Equation (33) the time integration interval 〈0, T 〉 should satisfy the condition T1 < T < T2,
where T1 and T2 denote respectively the instant of the maximum load peak and the beginning
of the elastic springback process. Too small T can cause quick activation of the constraints
of Equation (34b) and large residual vibrations after the impact process. On the contrary, too
large T can increase the decelerations in the first impact phase.

Assume that the only controllable parameters are the yield stresses σ �
i of the structural

fuses. In the active control strategy, their optimum levels should be determined separately
for each of the potentially expected impact loads. However, since the two considered impact
scenarios are symmetrical, only one of them has been analysed. The optimum yield stress levels
were found to be σ �

I = 2.8 MPa and σ �
II = 3.6 MPa. The corresponding developments of the

plastic distortions in the structural fuses are plotted in Figure 6.16. The energy balances for the
initially optimized elastic and the optimum adaptive structures are shown in Figure 6.17, while
Figures 6.18 and 6.19 compare the corresponding stress developments in the four maximally
loaded elements, which have been marked 1 to 4 in Figure 6.15. A significant reduction of

strain energy

plastic energy

kinetic energy

energy balance

Figure 6.17 Energy balance: (left) initially optimized 26-element elastic structure; (right) optimum

adaptive structure
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optimal structure

original structure

Figure 6.18 Development of stresses in maximally loaded elements of the optimum adaptive structure

in Figure 6.15: (left) element 1; (right) element 2

stress levels can be observed. The results demonstrate the advantages of the proposed adaptive
impact absorption scheme over the purely elastic response of the initially optimized passive
structure. Smooth impact energy absorption in the first 15 ms could be achieved. The constraints
of Equations (34), defined by β̃ = 0.2 and σ̃ = 200 MPa, have remained inactive. Only 40 %
of the plastic distortion limit β̃ have been reached, see (Figure 6.16). Therefore, the structure
can effectively dissipate impact loads of significantly higher energy.

6.3.3 Comments

A VDM-based technique for quick structural dynamic reanalysis has been developed and
new algorithms for simulation of coupled structural modifications (mass, stiffness and plastic

optimal structure

original structure

Figure 6.19 Development of stresses in maximally loaded elements of the optimum adaptive structure

in Figure 6.15: (left) element 3; (right) element 4



OTE/SPH OTE/SPH
JWBK160-06 JWBK160-Holnicki March 12, 2008 20:48 Char Count= 0

VDM-Based Remodeling 241

zone) have been described, including the corresponding sensitivity analysis. Thereupon, the
problem of optimal remodeling for structures exposed to several potential impact loads has
been formulated and a methodology to solve it proposed. The assumed procedure selects,
via a gradient-based optimization process, the stiffest structure with material concentrated
in the overloaded elements and with several elements removed. The resulting structural ge-
ometry serves as a basis for the design of the adaptive structure with optimum impact load
absorption capacity. The final result of this approach, illustrated in the numerical example
of a truss beam structure, demonstrates promising effects of efficient impact energy absorp-
tion. The slight residual vibrations observed in Figure 6.17 could be further damped with
real-time control of the yield stress levels [35]. The residual post-impact plastic-like distor-
tions of the structural fuses can be released using the pre-stress accumulation release (PAR)
vibrorelaxation technique described in Reference [36], which would allow nearly uninter-
rupted continuous use of the adaptive structure in the case of repetitive impact loads. This
technique exploits a special opening and locking strategy applied to the structural fuses in
the vibrating structure excited by a shaker. The real-time observability of dynamic loads is
a necessary prerequisite for active adaptation strategies, which require the impact (e.g. the im-
pacting mass and its velocity) to be identified in a few milliseconds. Current research [30]
proves the feasibility of this challenging problem, at least for some applications. How-
ever, large strokes of structural fuses and the resulting geometrical nonlinearity should be
avoided.

Another problem (not discussed in this chapter) deals with the distinction between the so-
called fast dynamics and slow dynamics, which are determined by the proportion between
the impact velocity and the impacting mass (see Figure 4.1). The same impact energy can be
transmitted to the structure by a small mass impacting with a high velocity and by a heavy
mass moving with a small velocity. The structural responses are qualitatively different in both
cases. Moreover, the discussed optimum remodeling process would lead to different mass
distributions. Therefore, when defining the set of potential impact loads, it is important to take
into account not only the locations and energies but also the various impact dynamics.

6.4 Remodeling of Damped Elastic Structures

All numerical tools considered in the previous sections disregard damping, which is one of
the phenomena that play a crucial role in real-world structures. There are many approaches to
model damping in mechanical systems: energy methods [37, 38], wave approaches [39, 40],
full-scale measurements [41], etc. All of them have advantages and disadvantages, some of
them precisely describe the system behavior for particular classes of problems, whereas in
other problems other methods excel. This section extends the VDM-based analysis tools to
include modeling of both damping itself and of the interactions between the damping and
structural parameters, and covers the following stages:

� statement of the damping model;� statement of the general VDM-based formulation, which includes both the remodeling of
damping parameters and the material redistribution in damped structures;� reformulation of the general statement for three specific problems: damping remodeling,
material redistribution and remodeling of material properties, with corresponding sensitivity
analyses included to allow gradient-based structural optimization.
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Since damping is a strongly frequency-dependent feature, the analysis is pursued in the fre-
quency domain and hence leads to a quasi-static formulation. Only elastic structures are con-
sidered.

6.4.1 Damping Model

A generalized Rayleigh damping model is used in this section. The standard Rayleigh model
decomposes the damping into two components related to environmental and material fac-
tors [42]. The damping matrix C is a linear combination of the mass matrix M and the stiffness
matrix K:

CNM = αMNM + λKNM

The Rayleigh model is generalized here to allow independent modeling of the environmental
damping in chosen degrees of freedom and independent modeling of the material damping in
chosen elements. The stiffness matrix is, as in Equation (1), directly related to the diagonal
matrix S of element stiffnesses Ei Ai .:

KNM = GT
Ni li Sii Gi M (35)

where G is the geometric matrix. If αN denotes the coefficient of the environmental damping
in the N th degree of freedom and λi denotes the coefficient of the material damping in the i th
element, then the generalized Rayleigh damping matrix takes the following form:

CNM = αN MNM + GT
Niλi li Sii Gi M (36)

6.4.2 General VDM Formulation

Assume that the structure is subjected to the harmonic excitation fN eiωt , where fN is the
complex amplitude in the N th degree of freedom [43–45]. The standard linear equation of
motion of the original unmodified structure is

MNM
(
uL

M eiωt
)′′ + CNM

(
uL

M eiωt
)′ + KNM uL

M eiωt = fN eiωt

where uL
M is the complex amplitude of the original structural response in the M th degree of

freedom, and yields the following quasi-static formulation:(−ω2 MNM + iωCNM + KNM
)

uL
M = fN (37)

For the response uN of the modified structure, Equation (37), together with Equations (35)
and (36), yields

−ω2 M̂NM uM + iωα̂N M̂NM uM + iωGT
Ni λ̂i li Ŝi i Gi M uM + GT

Ni li Ŝi i Gi M uM = fN (38)

The virtual distortion method (VDM) models the modifications of mass, environmental damp-
ing, material damping and stiffness by four respective virtual distortions, f 0

N , d0
N , φ0

i and ε0
i ,

which are the complex amplitudes of the corresponding oscillating force distortions related to
nodes (for modifications of mass and environmental damping) and strain distortions related
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to elements (for modifications of material damping and stiffness). Therefore, the quasi-static
formulation of the equation of motion of the modeled structure takes the form(−ω2 MNM uM − f 0

N

) + (
iωαN MNM uM − d0

N

) + [
GT

Ni li Sii
(
iωλi Gi M uM − φ0

i

)]
+ [

GT
Ni li Sii

(
Gi M uM − ε0

i

)] = fN (39)

Each distortion models exactly one type of modification and the responses and the member
forces in the modified and the modeled structure have to be equal. Hence Equations (38) and
(39) together yield the following system of four equations similar to Equation (45) in Chapter 2
and Equation (6):

−ω2�MNM uM = − f 0
N

iω (�αM)NM uM = −d0
N

iω (�λS)i i εi = −Siiφ
0
i

�Siiεi = −Siiε
0
i

(40)

where, for brevity and similar to Equation (46) in Chapter 2

�MNM := M̂NM − MNM = (
μA

i − 1
)

Mi
NM (41a)

(�αM)NM := α̂N M̂NM − αN MNM = (
α̂N μA

i − αN
)

Mi
NM (41b)

(�λS)i i := λ̂i Ŝi i − λi Sii =
(
λ̂iμ

A
i − λi

)
Sii (41c)

�Sii := Ŝi i − Sii =
(
μA

i − 1
)

Sii (41d)

In Equations (41) the modification parameter μA
i of element cross-section have been used,

which is the formulation for the problem of material redistribution. If the element’s material
properties (the densities ρi and the stiffnesses Ei ) are directly and independently modified,
then instead of μA

i the two corresponding modification parameters have to be used: μ
ρ

i in Equa-
tions (41a) and (41b) and μE

i in Equations (41c) and (41d). The general system of Equation (43)
given later should also be modified accordingly.

Equation (39), rewritten in the form[−ω2 MNM + iω
(
αN MNM + GT

Niλi li Sii Gi M
) + GT

Ni li Sii Gi M
]

uM

= fN + f 0
N + d0

N + GT
Ni li Siiφ

0
i + GT

Ni li Siiε
0
i

proves that the response uN and εi of the modeled structure depends linearly on the virtual
distortions and hence

uN = uL
N + Bf

NM f 0
M + Bf

NM d0
M + Bε

Niφ
0
i + Bε

Niε
0
i

εi = εL
i + Df

i M f 0
M + Df

i M d0
M + Dε

i jφ
0
j + Dε

i jε
0
j

(42)

where Bf
NM , Bε

N j , Df
i M and Dε

i j are quasi-static influence matrices, which describe in the
frequency domain the response of the structure to the unit harmonic force in the M th degree of
freedom (Bf

NM and Df
i M ) and to the unit harmonic distortion of the j th element (Bε

N j and Dε
i j ).
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Equations (42) can be substituted in to Equations (40) to yield the following linear system:

Fωx0 = bω (43)

where the principal matrix Fω is given by

Fω =

⎡⎢⎢⎢⎣
−ω2�MNM Bf

MK + δKN −ω2�MNM Bf
MK

iω(�αM)NM Bf
MK iω(�αM)NM Bf

MK + δKN

iω(�λS)i i Df
i K iω(�λS)i i Df

i K

�Sii Df
i K �Sii Df

i K

−ω2�MNM Bε
Mk −ω2�MNM Bε

Mk

iω(�αM)NM Bε
Mk iω(�αM)NM Bε

Mk

iω(�λS)i i Dε
ik + δik Sii iω(�λS)i i Dε

ik

�Sii Dε
ik �Sii Dε

ik + δik Sii

⎤⎥⎥⎥⎦
the vector x0 collects the virtual distortions

x0 = [
f 0

K d0
K φ0

k ε0
k

]T

and the right-hand side vector

bω =

⎡⎢⎢⎢⎣
ω2�MNM uL

M

−iω (�αM)NM uL
M

−iω (�λS)i i εL
i

−�Siiε
L
i

⎤⎥⎥⎥⎦
In practice, the dimensions of the linear system of Equation (43) (or rather its problem-specific
versions, see the next subsection) are to be compared with the dimensions of Equation (38): if
the structure is remodeled in a limited number of locations, the presented VDM-based approach
is numerically less costly in comparison to the direct solution of the quasi-static problem by
Equation (38), since then there are fewer unknown virtual distortions being sought than all the
degrees of freedom. The same remark applies to the sensitivity analysis.

6.4.3 Specific Formulations and Sensitivity Analysis

Structural optimization is usually based on an objective function, which expresses the desired
structural characteristics. Although other formulations are possible, the objective function f
considered here measures the discrepancy between the structural response uN and a desired
response uD

N :

f := (
uN − uD

N

) (
ūN − ūD

N

) =
∑

N

⏐⏐uN − uD
N

⏐⏐2

and depends on the structural variables being optimized via the virtual distortions, which
model the corresponding structural modifications. Notice that, although the virtual distortions
are complex quantities, both the objective function and the structural variables (coefficients of
damping, element cross-sections, material densities and Young’s moduli) are real. Therefore,
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standard gradient-based and steepest-descent optimization techniques are directly applicable.
The derivative of the objective function with respect to any structural variable x̂ is expressed as

∂ f

∂ x̂
:= 2�

[
∂uN

∂ x̂

(
ūN − ūD

N

)]
where

∂uN

∂ x̂
= Bf

NM

∂ f 0
M

∂ x̂
+ Bf

NM

∂d0
M

∂ x̂
+ Bε

Ni

∂φ0
i

∂ x̂
+ Bε

Ni

∂ε0
i

∂ x̂
∂εi

∂ x̂
= Df

NM

∂ f 0
M

∂ x̂
+ Df

NM

∂d0
M

∂ x̂
+ Dε

Ni

∂φ0
i

∂ x̂
+ Dε

Ni

∂ε0
i

∂ x̂

(44)

where the second formula is necessary if the objective function takes into account the strains.
Therefore, the structural response and the derivatives of the response are necessary for opti-

mization purposes, in order to compute the objective function and its gradient. In the following,
the general approach of the previous subsection is reformulated for three specific practical
remodeling problems; the sensitivity analyses of the corresponding responses are included.

6.4.3.1 Remodeling of Damping

It is assumed that the original structural configuration is preserved, cross-sections, masses and
stiffnesses of elements are not subject to modifications and the only variables are the environ-
mental and material damping coefficients of the modified structure, α̂L and λ̂l , respectively.
Consequently, μA

i = 1, �MNM = 0, �Sii = 0 and thus f 0
N = 0 and ε0

i = 0. The principal
matrix Fω therefore takes the following simplified form:

Fω
1 =

[
(�αM)NM Bf

MK + δKN (�αM)NM Bε
Mk

(�λS)i i Df
i K (�λS)i i Dε

ik + δik Sii

]
(45)

and the general system of Equation (43) becomes

Fω
1

[
d0

K
φ0

k

]
=

[
−� (αM)NM uL

M

−� (λS)i i εL
i

]

This simplified system can be used to compute the nonvanishing virtual distortions and, by
Equations (42), the response of the modified structure.

The respective sensitivity analysis is simplified by the fact that the differentiation of Equa-
tions (41) with respect to the damping variables yields only two nonvanishing results:

∂�MNM

∂α̂L
= ∂ (�λS)i i

∂α̂L
= ∂�Sii

∂α̂L
= 0

∂�MNM

∂λ̂l
= ∂ (�αM)NM

∂λ̂l
= ∂�Sii

∂λ̂l
= 0

∂ (�αM)NM

∂α̂L
= δLN MNM

∂ (�λS)i i

∂λ̂l
= δli Sii
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which, substituted into the simplified system of Equation (45) differentiated with respect to
both variables, yield the two following linear systems:

Fω
1

⎡⎢⎢⎢⎣
∂d0

K

∂α̂L

∂φ0
k

∂α̂L

⎤⎥⎥⎥⎦ =
[−δLN MNM uM

0

]
, Fω

1

⎡⎢⎢⎢⎣
∂d0

K

∂λ̂l

∂φ0
k

∂λ̂l

⎤⎥⎥⎥⎦ =
[

0
−δli Siiεi

]

These systems can be used to obtain the corresponding derivatives of the nonvanishing virtual
distortions and, by Equations (44), of the response.

6.4.3.2 Redistribution of Material

In this case, the problem is to redistribute the material between the elements while preserving at
the same time the damping characteristics of the structure. The damping coefficients are hence
assumed to be constant, α̂N = αN and λ̂i = λi , and the only variables are the cross-sectional
areas Âl of the elements of the modified structure. Since the element masses and stiffnesses
are modified, the damping-related virtual distortions also change, even though the damping
coefficients remain constant. Consequently, all four virtual distortions are nonvanishing and
the general form of the system of Equation (43) is retained, besides the minor computational
simplifications related to the fact that (�αM)NM = αN �MNM and (�λS)i i = λi�Sii . The
response of the modified structure can be computed by solving the general system and by
substituting the resulting virtual distortions into Equations (42).

As the first step of the corresponding sensitivity analysis, Equations (41) are differentiated
with respect to the modified cross-sectional areas Âl of elements,

∂�MNM

∂ Âl
= Ml

NM

Al
,

∂ (�λS)i i

∂ Âl
= δilλi Ei

∂ (�αM)NM

∂ Âl
= αN

Ml
NM

Al
,

∂�Sii

∂ Âl
= δil Ei

(46)

Differentiation of the original system of Equation (43) yields the following linear system:

Fω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂ f 0
K

∂ Âl

∂d0
K

∂ Âl

∂φ0
k

∂ Âl

∂ε0
k

∂ Âl

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ω2
∂�MNM

∂ Âl
uM

−iω
∂ (�αM)NM

∂ Âl
uM

−iω
∂ (�λS)i i

∂ Âl
εi

− ∂�Sii

∂ Âl
εi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

After substitution of Equations (46), this system can be used to obtain the derivatives of all
virtual distortions and, by Equations (44), the derivatives of the response.
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6.4.3.3 Remodeling of Material Properties

Modification of the element cross-section influences both its stiffness and mass at the same
time. However, they are also related to the properties of the material, which is often modified
directly by exchanging structural elements while retaining the same element cross-sections.
In this case, the density and Young’s modulus modification parameters, μ

ρ

i and μE
i , have to

be used in Equations (41) instead of μA
i . As before, the damping coefficients are assumed to

remain constant, α̂N = αN and λ̂i = λi ; the variables are the densities ρ̂l and Young’s moduli
Êi of the elements of the modified structure. As in the previously considered case of material
redistribution, all four virtual distortions are nonvanishing and the general form of the system
of Equation (43) is retained, besides the same minor computational simplifications, which are
related to the fact that (�αM)NM = αN �MNM and (�λS)i i = λi�Sii . The response of the
modified structure can be computed by solving the general system and by substituting the
resulting virtual distortions into Equations (42).

Differentiations of Equations (41) with respect to the densities and Young’s moduli of the
elements of the modified structure yield

∂�MNM

∂ρ̂l
= Ml

NM

ρ̂l
,

∂�MNM

∂ Êl
= ∂ (�αM)NM

∂ Êl
= 0

∂ (�αM)NM

∂ρ̂l
= αN

Ml
NM

ρ̂l

∂ (�λS)i i

∂ Êl
= δilλi Ai

∂ (�λS)i i

∂ρ̂l
= ∂�Sii

∂ρ̂l
= 0,

∂�Sii

∂ Êl
= δil Ai

(47)

Differentiations of the original system of Equation (43) yield the two following linear systems:

Fω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂ f 0
K

∂ρ̂l

∂d0
K

∂ρ̂l

∂φ0
k

∂ρ̂l

∂ε0
k

∂ρ̂l

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ω2
∂�MNM

∂ρ̂l
uM

−iω
∂ (�αM)NM

∂ρ̂l
uM

0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Fω

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂ f 0
K

∂ Êl

∂d0
K

∂ Êl

∂φ0
k

∂ Êl

∂ε0
k

∂ Êl

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0
0

−iω
∂ (�λS)i i

∂ Êl
εi

−∂�Sii

∂ Êl
εi

⎤⎥⎥⎥⎥⎥⎥⎥⎦

which, after substitution of Equations (47), can be used to obtain the derivatives of the virtual
distortions and, by Equations (44), yield the derivatives of the response.
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7
Adaptive Damping of
Vibration by the Prestress
Accumulation/Release Strategy

Arkadiusz Mróz, Anita Orl�owska and Jan Holnicki-Szulc

7.1 Introduction

The majority of the recently discussed active damping of vibration techniques in engineering
structures are based on magnetorheological fluids (semi-active and applicable to real structures;
e.g. see Reference [1]) and piezoelectric devices (fully active, but applicable mostly to lab-scale
demonstrators, e.g. see Reference [2]).

The prestress accumulation/release (PAR) is a method to convert the strain energy of a
vibrating system into kinetic energy, which is then released from the system by means of a
dissipative device. The process is fully semi-active; it does not require adding any substantial
amount of energy into the system. As a consequence, it creates the possibility of applications
to real structures. The semi-active methods are popular because of their high efficiency and rel-
atively low cost, compared to passive and active damping of vibrations [3,4]. Some interesting
investigations of semi-active techniques have been published in References [5] and [6].

The first formulation of the PAR concept for a truss–beam system and double-layered
cantilever beam was presented in References [7] and [8]. Based on the use of an on–off joint
connections control concept for energy dissipation in a flexible truss-beam structure, a similar
formulation was presented in Reference [9], whereas Reference [10] investigates the vibration
suppression in a mass–two-spring system due to controlled detaching and reattaching of a
spring.

The dissipating process discussed in the present chapter consists of two phases. In the first
phase, some kinematic constraints imposed on the system are released at the instant when
the maximum strain energy can be converted to kinetic energy. It is usually manifested by
local, high-frequency vibrations. In the second phase, kinematic constraints are reimposed,
which leads to conversion of a part of the kinetic energy into another, nonmechanical form,
e.g. heating-up of the actuator device.

Smart Technologies for Safety Engineering   Edited by J. Holnicki-Szulc
© 2008 John Wiley & Sons, Ltd. ISBN: 978-0-470-05846-6
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First, the proposed approach is described theoretically on a simple spring–mass system in
order to demonstrate the idea of response mitigation and to show the energy balance of the
system. Second, the numerical studies are presented for a layered beam simulating a pedestrian
bridge, where the control is based on disconnecting (for a very short instant of time) and then
sticking back two layers (delamination effect).

Finally, the experimental results are presented. A laboratory-scale set-up was built to verify
the effectiveness of the PAR strategy on a cantilever beam demonstrator. A controllable de-
lamination effect was obtained by means of piezoelectric actuators. The control was carried
out as a closed-loop feedback system.

7.2 Mass–Spring System

7.2.1 The Concept

A simple ‘mass–two-spring’ system is considered, as shown in Figure 7.1(a). One of the springs
is active in the sense that it can be detached and then reattached to the mass anywhere along
the spring length. During the free vibration of the system, the active spring can be detached,
in particular at the point of maximum displacement of the mass, and reattached as it comes to
its free end (cf. Figure 7.1(b)). In the following phase of vibration, a force that opposes further
movement is introduced, proportional to the displacement of the active spring from its new
equilibrium position. Thus, a new equilibrium of the whole system is established (dotted line
in Figure 7.1(c)). Then the active spring can be detached and reattached again, resulting in
returning to the initial configuration. During the following vibration, the system behaves the
same as before introducing the control, but a considerable part of the total vibration amplitude
vanishes.

7.2.2 Analytical Solution

7.2.2.1 Equation of Motion

In this section the system shown in Figure 7.1 is analysed in detail. If natural damping is not
considered and no force excitation is used, then the motion in the first phase of vibration is
governed by the equation:

m ẍ(t) + (k1 + k2) x(t) = 0 (1)

where m is the moving mass and ki = Ei Ai/Li is the stiffness of a spring with cross-section
Ai , Young’s modulus Ei and length Li . The solution, under the given initial conditions

X X X X

(a) (b) (c) (d)

Figure 7.1 Mass–two-spring system
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x(t = 0) = −ε and ẋ(t = 0) = 0, takes the form:

x(t) = −ε cos

(√
k1 + k2

m
t

)
(2)

At the time instant of maximum displacement, t = t1, the active spring is detached and reat-
tached as it comes to its equilibrium position (cf. Figure 7.1(b)). At this point it is assumed
that the inertia of springs is not taken into account. Now the equation of motion is given by

m ẍ(t) + k1 x(t) + k ′
2 x2(t) = 0 (3)

where k ′
2 = E2 A2/L ′

2 with new active spring length L ′
2 = L2 − ε and x2 is the active spring

displacement in the second phase: x2(t) = x(t) − ε. The system has still a single degree of
freedom, namely the displacement of the mass m. Equation (3) can be rewritten as

m ẍ(t) + (k1 + k ′
2) x(t) = k ′

2 ε (4)

It can be seen that in the second phase of the process, the governing equation is nonhomo-
geneous with a term k ′

2 ε, which can be viewed as an additional constant force applied to the
system. Now the solution takes the form:

x(t) = C1 cos

(√
k1 + k ′

2

m
t

)
+ C2 sin

(√
k1 + k ′

2

m
t

)
+ k ′

2 ε

k1 + k ′
2

(5)

with constants C1 and C2 calculated from the initial conditions: x(t = t1) = ε and
ẋ(t = t1) = 0. This operation can be repeated several times in order to enhance the ampli-
tude mitigation effect. If the desired effectiveness is reached, then the operation of ‘detach-
ing/reattaching’ can be repeated again near the initial equilibrium position, in order for the
active spring to return to its initial length.

7.2.2.2 Energy Balance

The potential energy of a spring is equal to the work done by the elastic force along the
displacement direction:

Epot =
∫ xk

0

ki x dx = 1
2

ki x2
k (6)

The potential energy of the system at the instant before activation of the control t = t1 − dt is

Epot = 1
2
k1 ε2 + 1

2
k2 ε2 (7)

The potential energy of the system at the instant after activation of control t = t1 + dt is

Epot = 1
2
k1 ε2 + 1

2
k ′

2 (ε − ε)2 = 1
2
k1 ε2 (8)

The control is activated at the point of maximum displacement, where ẋ = 0, thus at this point
the kinetic energy vanishes. If the inertia of springs was not neglected then some energy would
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Figure 7.2 Resulting mass displacement; the control is triggered twice

be transferred to this part of the active spring, which can vibrate freely after reattachment. This
situation will be discussed in further sections.

7.2.2.3 Numerical Example

Figure 7.2 depicts the resulting displacement of the mass if the following data were used for
calculations (both springs equal):

m = 20 kg , L = 0.1 m , E = 6 × 1010 Pa , A = 1.54 × 10−8 m2 , ε = 0.01 m

After performing detaching/reattaching of the active spring twice, vibrations of the mass
have ceased almost completely. A slight change in frequency of the controlled response, as
compared with the reference case, is due to a small change in the spring stiffness, which affects
the frequency and is caused by a change in the spring length. It can also be observed that after
activating the control, the system oscillates about the new equilibrium position (cf. Figure 7.2).

Activating control takes place at the maximum value of the accumulated strain energy and
results in an instant decrease in the strain energy (cf. Figure 7.3 and Equations (7) and (8)). At

0
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Figure 7.3 Energy balance
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the end of the process, almost all the energy is released from the system. In a more practical ap-
proach, part of the energy would be transferred into higher frequency vibrations of the detached
part of the active spring and another part would be dissipated in the process, which is here ide-
alized as imposing some initial values. The last phase of the process is shown in Figure 7.3(b).

7.2.3 Case with Inertia of the Active Spring Considered

7.2.3.1 Introduction

As stated before, detaching the active spring results in converting the accumulated strain
energy into kinetic energy, which can be dissipated from the system during reattachment of
the spring. This whole process was idealized in the previous section by imposing proper initial
conditions, which resulted in an instant decrease in energy of the system. In practice, part of the
released strain energy is dissipated by a device that reattaches the spring and the remaining part
introduces higher frequency vibrations, which can be easily suppressed by natural damping of
the system.

In the present analysis, the control device is idealized by imposing/releasing local constraints
between the geometrical point of mass m and any point along the active spring. The mass of
active spring is concentrated at its full length and in the middle (cf. Figure 7.4). Slight natural
damping is also introduced into the equations. The Rayleigh damping coefficients introduce
little damping (1 or 0.2 %) around the first natural frequency and relatively much higher
damping of higher frequencies. All remaining parameters do not change. (Simulations were
performed using the Abaqus/Standard code.)

7.2.3.2 Results

Displacements of mass m and the tip of the spring are depicted in Figure 7.5. Detaching an active
spring and reattaching it at some point along its length introduces higher frequency vibrations
of the spring loose end. Releasing/reimposing the constraint again results in returning the
system to the initial configuration, but with the amplitude of vibrations decreased.

First, the spring is detached at the point of maximum displacement, i.e. where there is the
maximum stress accumulated in the spring. Then the spring is reattached when its end passes
the equilibrium position, which means that the length of the spring is decreased by about
10 mm. This corresponds to Figure 7.4(b). If the control is stopped there, the system would
oscillate about a new equilibrium position. The time instant for the next spring detachment
has to be chosen properly, so that it can be reattached as the mass m is as close to the initial
equilibrium position as possible. The whole procedure can be repeated several times, as needed.
If, for instance, the active spring stiffness is considerably smaller compared to the passive one,
then the desired mitigation effect would have to be obtained in more steps. In the analysed

X X

(a) (b)

mspr/2

mspr/2
mspr/2

mspr/2
m

m

Figure 7.4 Dynamic model with inertia of the active spring included
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Figure 7.5 Response of the system: (a) 1 % of critical damping, (b) 0.2 % of critical damping

example, after the described sequence of activating the control, the amplitude of the mass
m displacement was decreased by 96 % and 92 % for 1 % and 0.2 % of critical damping,
respectively. The procedure is very sensitive to the time instant of detaching the spring.

Reimposing the constraints causes higher frequency vibrations of the mass located in the
middle of the spring. These vibrations, however, are effectively damped out by the natural
damping of the system. The typical behavior of the middle mass is shown in Figure 7.6.
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−4.00

−2.00

0.00

2.00

4.00

[×10−3]

1.20 1.40

attach

attach

U
:U

1
 [
m

]

Time [s]

Figure 7.6 Middle mass response with indicated points corresponding to the activating control
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Figure 7.7 (a) Sum of strain and kinetic energy, (b) viscous dissipation due to natural damping, (c) loss

of kinetic energy while imposing constraints

Steep exponential decline in the sum of a potential and kinetic energy graph is due to viscous
dissipation, which increases with an increase in the vibration velocity. Vibration velocity, in
turn, is at its highest when the local, higher frequency vibrations are introduced due to imposing/
releasing the constraints. The viscous dissipation is due to natural damping of the system.

Discontinuity of the graph is caused by the loss of kinetic energy at the instant when
constraints are reimposed. The size of this gap indicates the maximum amount of energy that
can be dissipated by the active device. All nonzero forms of energy can be seen in Figure 7.7.

7.3 Delamination of a Layered Beam

7.3.1 PAR Strategy for Layered Beams

The strategy of releasing the accumulated strain energy in order to dissipate it can in theory
be effectively used for various types of structures. If a layered beam is considered as shown



OTE/SPH OTE/SPH

JWBK160-07 JWBK160-Holnicki March 5, 2008 21:41 Char Count= 0

258 Smart Technologies for Safety Engineering

1
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2’

3’

(a) (b)

Figure 7.8 PAR strategy for a cantilever beam

in Figure 7.8, the idea of adaptation would be as follows. First, at the point of maximum
deflection two layers are disconnected, resulting in almost instant dislocation of layers (1’ in
Figure 7.8(a)). This dislocation can then be frozen if the layers are reconnected again. This
yields an introduction of the elastic force that opposes further vibration of the cantilever (2 in
Figure 7.8(a)). Then, near the equilibrium position the layers are disconnected/reconnected
again in order to return to the initial configuration. The whole sequence can be repeated until
the desired effect is obtained.

A similar effect of response mitigation can be obtained if a truss structure is considered with
a detachable element (cf. Figure 7.8(b)). Applying the same methodology for control, the axial
strain accumulated in the active element can be released as the element is disconnected at one
of its ends. It is worth mentioning that in both cases only one active member is required.

7.3.2 Numerical Example of a Simply Supported Beam

7.3.2.1 Numerical Model

A simply supported, two-layered beam with the span of 15.6 m is considered. The bending
stiffness of each layer is E I = 2.218 × 106 N m2. Material damping of 1% of critical damping
is assumed around the first natural frequency. Layers are permanently connected together at
the left support. It is assumed that there is a device at the right support, capable of instantly
disconnecting or sticking the layers. Along the beam length the distance between the layers
remains the same, whereas the frictionless, relative movement of layers is possible in the
direction parallel to the beam axis. The considered beam model is depicted in Figure 7.9.

permanent connection constant distance
between layers

allowed direction of
relative motion

L - 15.6 m

active connection

0.2 m

Figure 7.9 Assumed model of the layered beam
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Figure 7.10 Vertical displacement of the middle of the beam

7.3.2.2 Results

In the first step, an initial displacement of 16 cm was applied to the model. In the following
steps, the dynamic analysis procedure was used to calculate the free vibrations of the system
as in the reference case. Then the calculations were repeated with control procedures added.
The vertical displacement of the middle of the beam is shown in Figure 7.10.

It can be seen that ca. 95 % of the vibration amplitude is damped out after two cycles of
vibration. The control signal, i.e. the relative displacement between layer ends shown in the
picture, is magnified 10 times. After only two cycles of disconnection/reconnection of layers,
the vibration of the first mode is considerably mitigated, while higher modes of vibrations are
introduced.The second sequence of control activation is triggered close to the maximum accu-
mulated strain, at the point where the deformation shape is of the first mode (cf. Figure 7.11(a)).
It is worth mentioning that if the control is triggered at the local peak, shortly after the first
sequence, it would not give the desired effect, since the deformation shape at that point is of
the third mode of vibration (cf. Figure 7.11(b)). The performed control does not affect higher
modes, which can, however, be mitigated by the natural damping. Appropriate modification
of the control strategy could also make PAR a useful tool in higher mode mitigation.

The control in the numerical simulations was applied by instant releasing of the available
component of relative motion between the layers or freezing it at some value. This resulted in a
very fast dislocation of layers in the direction parallel to the beam axis. Of course, a drawback
to such an approach is that between the subsequent disconnecting and reconnecting of layers,
the beam stiffness is decreased. However, the time intervals when this is the case are very short,

(a)

(b)

Figure 7.11 Desired (a) and undesired (b) deformation shapes for activating the control
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Figure 7.12 Relative displacement of layers

as can be seen in Figure 7.12. It can also be observed that at the end of the process, relative
displacement between the layers is zero, which means that the structure has returned to the
initial configuration.

7.3.3 PAR – the VDM Formulation

The VDM-based model of a composite beam with the contact layer presented in Chapter 3
(Section 3.3.2) can be effectively used to describe the PAR process. Assuming feasibility of
the full delamination/adhesion actions (performed by smart actuators), the following formula
can be used to determine strains in the diagonal truss elements A and B (cf. Figure 3.16) of
the contact layer:

εi (t > t1) = εL
i (t) +

t∑
τ=0

Di j (t − t1 − τ ) ε0
j (τ ) (9)

where εL
i denotes the response of the fully bonded two-layer beam, t1 denotes the time instant

of introducing delamination (readhesion is taking place immediately afterwards at t1 + δt) and
ε0

j is constant and equal to the strain in the diagonal element A (or B) at the time instant t1.
The virtual distortions introduced at the time instant t1 have to be removed at the time instant
t2, when the maximum rebound of the two bonded (by actuators) layers is taking place. This
means that an extra component has to be added to the strain formula:

εi (t) = εL
i (t) +

t∑
τ=0

Di j (t − t1 − τ ) ε0
j (τ ) −

t∑
τ=0

Di j (t − t2 − τ ) ε0
j (τ ) (10)
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where ε0
j is constant over the time period 〈t1, t2〉. The formula (10) specifies the strains related

to the accumulated and released parts of the energy.
If the damping process is less effective, the delamination/adhesion actions have to be repeated

several times and the corresponding virtual distortions, modeling the prestress accumulation
and release at the contact interface, can be written as follows:

εi (t) = εL
i (t) +

t∑
τ=0

∑
α

Di j

(
t − tα

1 − τ
)

ε0
j (τ, α)

−
t∑

τ=0

∑
α

Di j

(
t − tα

2 − τ
)

ε0
j (τ, α) (11)

where α denotes the number of successive cycles of accumulating and releasing the energy
in the time intervals

〈
tα
1 , tα

2

〉
. Each cycle (characterized by constant distortion ε0

j starts with
activation of the actuator (adhesion) and finishes with its deactivation (delamination), see
Figure 7.13). Note that the cycles occur continuously one after another, i.e. tα

2 = tα+1
1 . Thus,

the algorithm of the PAR strategy simulation consists of the following stages:

1. Initialize – influence the matrix, linear response of the structure.
2. For every time step:� track the instant in which the potential energy of the structure is maximal;� update the α value and take a new ε0

j (τ, α);� solve the set (11) for the structural response.
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Figure 7.13 (a) Double-layer beam model, (b) time history of the strain collected by the sensor in the

case of a single delamination/adhesion action, (c) time history of the strain collected by the sensor in the

case of a few delamination/adhesion actions
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The presented algorithm was applied to a double-layer cantilever beam (the material prop-
erties of the structural elements were E = 80 × 109 Pa, A = 1 × 10−5 m2). The structure was
vibrating at the fourth eigenfrequency. The virtual distortions were applied in these diagonal
elements, belonging to the contact layer, which met the following condition:

ε0
i

(
εi − ε0

i

)
≥ 0 (12)

meaning that the elastic energy was accumulated in an adaptive way (without supplying the
energy to the system – the distortion must not exceed the strain). Figure 7.13 shows the history of
the strain for an element belonging to the upper beam (sensor). The vibration was successfully
damped after applying the control action four times (α = 4).

7.4 Experimental Verification

7.4.1 Experimental Set-up

In order to validate the efficiency of the PAR strategy in vibration mitigation, a cantilever
two-layered beam has been chosen as a demonstration. The experimental beam was submitted
to free vibrations. The idea of the experiment was to control the delamination between layers.
As described in the numerical model section (Section 7.3.2.1), the time during which the
layers are disconnected should be short as compared to the full oscillation period. Results were
compared with a reference case in which the layers were pressed together with a maximum
force.

The experimental set-up consists of two adjacent aluminum bars clamped at the root. Bars
are not connected with each other along the length, except at the tip, where they can be pressed
together with the actuator device. The actuator used for the experiment consists of piezo-stacks
and a mechanical displacement amplifier [11]. The resulting stroke can reach 0.23 mm and the
maximum force is about 1300 N. Using this device, the layers can be pressed together with
enough force to hold them together during the deformation process.

The actuator state is updated, based on a piezoelectric sensor reading placed close to the
cantilever root. A general view of the set-up is shown in Figure 7.14.

7.4.2 Control Procedure

The process of adaptation of the system during free vibrations is based on a closed loop be-
tween the strain sensor reading and the voltage applied to the piezo-stacks of the actuator
device. The process starts with the maximum voltage applied to piezo-stacks, i.e. with maxi-
mum force holding the layers together. The control algorithm recognizes a displacement peak
at which the layers are disconnected for a time interval of 100 ms. The time interval at which the
force is completely removed is significantly smaller in practice due to the internal constraints
of the amplifier. In fact, the 100 ms interval was possibly the smallest at which the actual force
could decrease to zero. The choice of the amplifier was a compromise, where on the one hand
it was possibly the fastest reaction time and on the other hand it was the safety of piezo-stacks,
which could be destroyed if too high current peaks were applied. After this, the layers were
connected again until the next displacement peak is recognized; cf. the numerical simulations
section (Section 7.3.2) for the expected behavior of the layers during the activation control.
The control loop was updated with the sampling frequency of 100 Hz.
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Figure 7.14 Experimental set-up: detailed view of the sensor and actuator

7.4.3 Results

7.4.3.1 Initial Tests

In the initial stage the system was submitted to free vibrations without applying any control
procedure. At first no voltage was applied to the piezo-stacks, and then the maximum voltage
was applied. The fundamental natural frequency of both systems was identified. The resulting
Fast Fourier Transform (FFT) spectra are shown in Figure 7.15. A 22 % change in the fun-
damental frequency of the structure can be observed, which means that the actuator state can
significantly influence the response of the system.

7.4.3.2 Semi-active Control

Free oscillations were introduced, with the initial displacement of 10 cm applied at the tip
of the cantilever. After a few oscillations the control procedure was enabled. Then, after the
delamination had been allowed in a few displacement extremes (in this particular case, in three
consecutive peaks), the control procedure was disabled again. For the reference case the control
procedure was disabled during the entire process. Disabling of the control procedure means
that a constant maximum voltage is applied to piezo-stacks regardless of the sensor reading.
Results are shown in Figure 7.16. Triggering the delamination in three consecutive peaks
causes the vibration amplitude to be mitigated by over 80 %. The remaining control triggering
occurs when the vibration is stopped almost completely and is of no importance. It can be
seen that only a threefold delamination has a substantial effect on the structural vibrations. The
remaining amplitude could be further mitigated if the control had been activated for longer
periods of time.

It has to be emphasized that the actual delamination time is much shorter than the assumed
100 ms due the amplifier constraints. This means that the delamination, or ‘weakening’ of the
structure, is allowed during only a few percent of the total oscillation period.



OTE/SPH OTE/SPH

JWBK160-07 JWBK160-Holnicki March 5, 2008 21:41 Char Count= 0

264 Smart Technologies for Safety Engineering

0 1 2 3 4 5 6
0

500

1000

1500

2000

FFT Spectrum of displacement signal 

Frequency [Hz]

M
a
g
n
it
u
d
e
 o

f 
F

F
T

No connection between layers:

1st natural frequency: 0.85 Hz

Layers pressed with max. force:

1st natural frequency: 1.10 Hz 
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The system under investigation has quite high structural damping, which can be seen in
Figure 7.16. Figure 7.17, in turn, illustrates the relative difference in amplitudes of the first 10
vibration peaks, as related to the reference case.

In order to release possibly most of the strain energy, the delamination has to coincide
with the deformation peaks. Therefore the PAR efficiency is very sensitive to the time instant
of the delamination. If it occurs too long before or after the maximum deflection, then the
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obtained response mitigation is less significant. If, in the worst case, the delamination occurs
around the equilibrium position of the cantilever, then there is no effect at all since there are
no deformation incompatibilities between the layers that could be ‘frozen’. Figure 7.18 shows
no damping effect due to a wrong delamination trigger time.

7.5 Possible Applications

Among possible applications are:

� pedestrian bridges,� pipelines,� truss structures,� small-scale mechanical systems.

The two-layered beam discussed in Section 7.2 has the span and stiffness of an experimental,
lightweight pedestrian bridge located in EMPA Laboratory, Switzerland. Cables sustaining the
span, which completely change the dynamic behavior of the structure, were not modeled in
the numerical example. In order to apply the PAR strategy effectively to this type of structure,
mitigation of higher modes has to be accounted for. For this purpose, only one active member
at the support is not sufficient. The detachable spring which was discussed in Section 7.3 could
be used at the supports of pipeline systems in order to accumulate the deformation energy and
convert it to kinetic energy, which can then be dissipated.
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8
Modeling and Analysis of Smart
Technologies in Vibroacoustics

Tomasz G. Zieliński

8.1 Introduction

8.1.1 Smart Hybrid Approach in Vibroacoustics

Effective noise reduction is nowadays a very important topic, relevant for many applications.
Certainly, noise has become a crucial factor in the design of automotive vehicles and aircraft.
Noise reduction techniques can be traditionally divided into two groups, namely:

(1) passive techniques: porous liners, screens with air-gaps, multilayered panels, etc.;
(2) active techniques: the active noise control (ANC) and active structural acoustic control

(ASAC).

The first approach is suitable for attenuation of the high-frequency contributions of noise and
vibrations, while the active control technologies appear to be the only way to reduce the low-
frequency components. As a matter of fact, the active noise control and active structural acoustic
control have become classic approaches to cope with low-frequency noise. In the ANC, the
noise is cancelled in some areas by the addition of a secondary noise field, which is an inverse
replica of the first noise field [1] (and, in practice, causes a noise augmentation in some other
areas), while in the ASAC the vibrations of noise radiating surfaces (plates, beams, shells) are
actively controlled to reduce the generation of low-frequency noise [2]. These classic solutions
have drawbacks and practical limitations and a commonly drawn conclusion is that combined
solutions should be the most suited to cover the entire frequency range. Thus, a smart hybrid
approach was proposed [3–8] that is relevant especially for barriers limiting the transmission
of acoustic waves and, in general, for attenuators and dissipative materials for noise insulation
and absorption. In such applications porous liners and multilayered panels (usually with a core
of porous material and thin elastic faceplates) are widely used, but since they are passive, their
efficiency is limited only to high and medium frequencies. The hybrid approach is also termed

Smart Technologies for Safety Engineering   Edited by J. Holnicki-Szulc
© 2008 John Wiley & Sons, Ltd. ISBN: 978-0-470-05846-6
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the hybrid active–passive approach [6, 8, 9] since it proposes an active control as a remedy
for the lack of performance at low frequency while in the high- and medium-frequency ranges
an excellent passive acoustic absorption should be guaranteed due to the inherited absorbing
properties of well-chosen porous components.

Serious investigations concerning such smart hybrid approach in vibroacoustics started a
decade ago in the USA [3, 4] and in France, where a few designs of hybrid noise absorbers
were developed and tested for complex situations such as coupled vibroacoustic cavities [5],
flow ducts [6,10] or panels limiting the transmission of acoustic waves [7, 8, 11]. For example,
a hybrid active-passive liner prototype was proposed in the form of a square cell (55 mm wide
and less than 30 mm thick) composed of a porous layer with an air-gap backed by an elastic
plate with a piezoceramic actuator, suggested to perform a pressure reduction at the rear face
of a porous layer in order to enhance absorption at low frequencies [6]. The first series of tests
confirmed the ability of such active absorbers to achieve noise reduction in flow ducts. The
proposed prototype is small and larger active surfaces are obtained by juxtaposing the active
cells.

The complete design and optimization of such active absorbers is complicated and first
mathematical models were extremely simplified. The most substantial simplification consisted
in describing the behavior of a porous layer using the fluid-equivalent model by Johnson and
Allard [12]. Moreover, analytical solutions were used, which are valid for plane acoustic waves,
i.e. for a one-dimensional analysis of multilayered acoustic media. This very approximative
approach allowed, however, some very important behavior to be predicted, while experimental
investigations confirmed the efficiency of the hybrid approach [6, 10].

8.1.2 A Concept of an Active Composite Noise Absorber

A novel approach in modeling hybrid noise attenuators (absorbers and insulators) has re-
cently been developed. It applies Biot’s theory of poroelasticity for porous media and in-
volves an accurate three-dimensional, finite element modeling of combined poroelastic,
acoustic, elastic and piezoelectric components. A complete theoretical background as well
as the corresponding Galerkin finite element model are presented in Reference [13]. Ac-
curate predictive tools developed on the basis of this model can be used for exact mod-
elling of smart acoustic panels and should allow even the most innovative ideas to be
verified, such as the concept of an active composite noise attenuator made of porous
layers (foams, etc.) with some solid implants: passive inclusions (e.g. small distributed
masses [14]) and active elements (e.g. patches of piezoceramic PZT, pieces of PVDF foil,
piezo-fibres, etc.). Figure 8.1 shows a model configuration of such a hybrid active–passive
noise attenuator. The widespread design of such smart mufflers (composites, liners, panels) is
still an open topic and should be addressed with accurate predictive tools. Moreover, very often
the interaction of mufflers with air-gaps or a fragment of the surrounding acoustical medium
(the air) should also be taken into account in the modeling. The first sections of this chapter (to
Section 8.7) intend to provide a complete theoretical basis necessary for the development of
such tools using the finite element method, which allows complex geometries to be modeled.
Modeling and analysis of smart multilayered panels as well as of porous layers with mass
inclusions improving the acoustic absorption are presented in the second part of the chapter
(Sections 8.8 to 8.10).
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Figure 8.1 A model configuration of a hybrid active–passive noise attenuator (a smart single-plate

composite panel).

8.1.3 Physical Problems Involved and Relevant Theories

Accurate modeling of active elastoporoelastic noise attenuators (liners, panels or composites)
means a multiphysics approach involving the finite element method to cope with a complex
geometry. To this end the following theories will be used (relevant to the physical problems
involved):

� Biot’s theory of poroelasticity, to model the vibroacoustic transmission and passive dissipa-
tion of acoustic waves in porous layers;� linear acoustics, to model the propagation of acoustic waves in the surrounding air and in
air-gaps;� linear elasticity, to model the vibrations of elastic faceplates (and implants);� the theory of piezoelectricity, to model the piezo-actuators and active control of low-
frequency vibrations.

Moreover, a mutual interaction of all these various physical problems is of the utmost im-
portance, so the relevant couplings must be thoroughly investigated and taken into account in
modeling.

8.1.4 General Assumptions and Some Remarks on Notation

The considered vibroacoustic application allows perfectly linear theories to be used, so the
superposition principle holds and may be effectively used. Consequently, the frequency analysis
may be used as an efficient and sufficient tool for design and testing of the active liners, panels
or composites. Therefore, apart from Equations (1) and (2) below, all other expressions (for all
the problems involved) will be formulated for the case of harmonic oscillations with angular
frequency ω = 2π f , where f is the frequency of oscillations. Then, all the time-dependent
quantities q(x, t) have the following (complex) form: q(x, t) = q(x) exp(j ω t) (here x and t are
the independent variables denoting the position and time, and j is the imaginary unit, j = √−1),
where physically meaningful is only the real part of the complex value. After performing the
time differentiation for occurring velocities, q̇(x, t) = j ω q(x) exp(j ω t), and accelerations,
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q̈(x, t) = −ω2q(x) exp(j ω t), the time-dependent exponential term exp(j ω t) can be easily
disposed from the equations, so all the quantities are in fact their (complex) spatial amplitudes.
Notice that these amplitudes are moreover frequency-dependent, i.e. q(x) = q(x, ω).

The equations of poroelasticity presented below assume no body forces acting on the poroe-
lastic material. Consequently, the problems of elasticity and piezoelectricity are considered
with zero body forces. Moreover, in the piezoelectricity problem there is no body electric
charge applied. These assumptions comply with the modeling requirements of hybrid piezo–
elasto–poroelastic noise attenuators.

Two sets of subscripts will be used, namely i, j, k, l ∈ {1, 2, 3} to denote vector and tensor
components in the three-dimensional system of reference and m, n ∈ {1, . . . , NDOF} to number
the degrees of freedom of a discrete model (NDOF is the total number of degrees of freedom).
The summation convention is in use for both types of subscripts. The (invariant) differentiation
symbol is used which, in the Cartesian coordinate system, simply reads (.)|i = ∂(.)/∂xi .

For brevity, the symbols d� and d� are skipped in all the integrals presented below since
it is obvious that integration takes place on the specified domain or boundary. Furthermore,
the following notation rule for the symbol of variation (or test function) is used: δ(v w) =
v δw + w δv, where u and v are two dependent variables (fields) and δv and δw are their
admissible variations.

8.2 Biot’s Theory of Poroelasticity

8.2.1 Isotropic Poroelasticity and the Two Formulations

Certainly, a vital component of an acoustic panel, liner or composite is a layer (or layers) of
porous material. Porous materials are quite often modeled in acoustics by using the so-called
fluid-equivalent approach (see, for example, Reference [12]). This is acceptable for most
of the porous media in some applications, especially in the higher frequency range, where
the vibrations of the skeleton can be completely neglected; then the so-called models of the
porous materials with a rigid frame are valid. There are, however, many applications where the
contribution of elastic frame vibrations is very significant, particularly in lower frequencies.
This is relevant to sandwich panels with a poroelastic core (layer) and certainly it is the very
case for porous composite noise absorbers. Here, the simple fluid-equivalent modeling is no
longer valid and, instead, a more complicated theory should be used since it is necessary to
take into consideration the vibrations of the elastic skeleton and their coupling to the wave
propagating in the fluid in pores. There are two main theories that permit an adequate and
thorough description of such problems: Biot’s theory of poroelasticity [12, 15, 16] and the so-
called theory of porous media [17]; the latter one has been essentially established quite recently
and is more general. An excellent work by de Boer [17] provides a current state of the theory
of porous media, also offering highlights in the historical development and a comparison to
Biot’s poroelasticity. Biot’s theory [15, 16] allows materials to be modeled that are made up
of solid elastic skeleton (matrix, frame) with the pores filled up with a compressible fluid.
Without doubt, within the framework of geometrically and physically linear theory, it gives
good results for a wide range of practical problems – in particular for dynamic ones. A large
number of applications have been worked out using this theory: starting from acoustics [12,18]
(and vibroacoustics) up to bio- and geomechanics [19]. In this theory a biphasic approach is
applied where the so-called solid phase is used to describe the behavior of the elastic skeleton,
while the so-called fluid phase pertains to the fluid in the pores. Both phases are, in fact,
coupled homogenized continua of the ‘smeared’ skeleton and pore fluid. This homogenization
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(or, rather, averaging) uses the concept of the average volume element (AVE) and works very
well if the shortest length of waves propagating in a porous medium is significantly greater
than the characteristic dimension of pores.

In practical applications the most frequently used is Biot’s isotropic theory of poroelastic-
ity [12, 15, 16, 18]. In this approach, both phases are isotropic. Moreover, the fluid is modeled
as perfect (i.e. inviscid), though viscous forces are taken into account, but only when modeling
the interaction between the fluid and the frame.

Two formulations of Biot’s isotropic poroelasticity may be distinguished:

� the classical displacement formulation proposed by Biot, where the unknowns are the solid
and fluid phase displacements, which yields 6 DOF in every node of a three-dimensional
numerical model;� the mixed displacement–pressure formulation, where the dependent variables are the solid
phase displacements and the pressure of the fluid in pores. Therefore, there are only 4 DOF
in a three-dimensional model.

The second formulation is valid only for harmonic motion and was presented by Atalla
et al. [20]. Debergue et al. [21] discussed a very important subject of the boundary and
interface–coupling conditions for this formulation.

8.2.2 The Classical Displacement Formulation

As mentioned above, in the classical formulation [12, 15, 16] a state of poroelastic medium is
unequivocally described by the displacements of the solid phase, u = {ui }, and the fluid phase,
U = {Ui }. Therefore, this is often referred to as the displacement–displacement, or {u, U }
formulation. Biot’s equations for a local dynamic equilibrium state of poroelastic medium
link partial stress tensors associated with the skeleton particle (σ s

i j ) and the macroscopic fluid

particle (σ f
i j ) with the solid and fluid macroscopic displacements:

σ s
i j | j = 	ss üi + 	sf Üi + b̃ (U̇i − u̇i ) (1)

σ f
i j | j = 	ff Üi + 	sf üi + b̃ (u̇i − U̇i ) (2)

where b̃ is the viscous drag coefficient and 	ss, 	ff, 	sf are the so-called effective densities. The
first of these equilibrium equations refers to the solid phase and the second one to the fluid
phase. Nevertheless, it is easy to notice that both equations are strongly coupled by the inertial
and viscous coupling terms: the viscous drag coefficient pertains to the traction between the
interstitial fluid and the solid skeleton (the fluid by itself is inviscid, i.e. in the sense that there
are no viscous forces between the fluid particles), whereas the last of the effective densities,
	sf, is the so-called mass coupling coefficient, responsible for consideration of the inertial
interaction forces that occur between the solid skeleton and the fluid. The effective densities
are expressed as follows:

	ss = (1 − φ) 	s − 	sf , 	ff = φ 	f − 	sf , 	sf = −(α∞ − 1) φ 	f (3)

They depend on the porosity, φ, the tortuosity of pores, α∞, the density of the material of the
skeleton, 	s, and the density of the saturating fluid, 	f.



OTE/SPH OTE/SPH
JWBK160-08 JWBK160-Holnicki March 5, 2008 21:11 Char Count= 0

274 Smart Technologies for Safety Engineering

Consider now the case of harmonic motion (with the angular frequency ω). Then, as ex-
plained above, the time-dependent exponential term exp(j ω t) is reduced from the equations
and all the relevant quantities (like excitations or state variables, i.e. σ s

i j , σ
f
i j , ui and Ui ) become

frequency-dependent complex amplitudes. Remembering this, the equilibrium equations (1)
and (2) read as follows:

σ s
i j | j + ω2	̃ss ui + ω2	̃sf Ui = 0 (4)

σ f
i j | j + ω2	̃ff Ui + ω2	̃sf ui = 0 (5)

where the so-called frequency-dependent effective densities are introduced:

	̃ss = 	ss + b̃

j ω
, 	̃ff = 	ff + b̃

j ω
, 	̃sf = 	sf − b̃

j ω
(6)

As a matter of fact, these densities are responsible not only for the inertia of solid or fluid
phase particles but also for the combined inertial and viscous coupling (interaction) of both
phases.

The partial solid and fluid stress tensors are linearly related to the partial strain tensors
prevailing in the skeleton and the interstitial fluid. This is given by the following linear and
isotropic constitutive equations of Biot’s theory of poroelasticity (where linear kinematic rela-
tions have already been used to replace the strain tensors with the gradients of displacements):

σ s
i j = μs (ui | j + u j |i ) +

(
λ̃s uk|k + λ̃sf Uk|k

)
δi j (7)

σ f
i j =

(
λ̃f Uk|k + λ̃sf uk|k

)
δi j (8)

(In these equations and further below, δi j is the Kronecker’s delta symbol). It can clearly be
seen that in this modeling both phases are isotropic. Four material constants are involved here,
namely μs, λ̃s, λ̃f and λ̃sf. The first two are similar to the two Lamé coefficients of isotropic
elasticity. Moreover, μs is the shear modulus of the poroelastic material and, consequently, the
shear modulus of the frame, since the fluid does not contribute to the shear restoring force.
The three dilatational constants, λ̃s, λ̃f and λ̃sf, are frequency-dependent and are functions
of Kb, Ks and K̃a (λ̃s depends also on μs), where Kb is the bulk modulus of the frame at
constant pressure in the fluid, Ks is the bulk modulus of the elastic solid from which the
frame is made and K̃a is the effective bulk modulus of fluid in the porous material. Adequate
exact formulas to compute the poroelastic material constants can be found in Reference [12].
Section 8.3 will discuss the material parameters for rigid-frame and poroelastic models of
porous media, and the necessary formulas for poroelastic material constants will be given for
the case of poroelastic materials with an incompressible skeleton (i.e. the elastic skeleton can
vibrate and deform, but its volume does not change, even locally). This simplification is valid
if the elastic material of the skeleton is much stiffer than the poroelastic medium itself, so it
is very important in practice and it provides much simpler expressions for λ̃s, λ̃f and λ̃sf by
taking the infinite limit for the bulk modulus of the elastic solid from which the frame is made,
i.e. Ks → ∞.

Notice that only one material constant, namely the constitutive coupling coefficient, λ̃sf, is
responsible for a multiphysical coupling occurring between the constitutive equations of both
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phases. However, the reader should be reminded of the visco–inertial coupling present in the
equations of equilibrium; thus, the interaction of the solid skeleton with the fluid in the pores
is very well represented in this biphasic approach.

The equations of equilibrium (1) and (2), or (4) and (5) in the case of harmonic motion,
form with the constitutive relations (7) and (8) the displacement formulation of linear isotropic
poroelasticity. Finally, total quantities are defined for this biphasic model, namely the total
stress tensor as a simple sum of the partial, i.e. phasic, stress tensors:

σ t
i j = σ s

i j + σ f
i j = μs (ui | j + u j |i ) +

[(
λ̃s + λ̃sf

)
uk|k + (

λ̃f + λ̃sf

)
Uk|k

]
δi j (9)

and the total displacement vector of the poroelastic medium, which reads

ut
i = (1 − φ) ui + φ Ui (10)

where the porosity-dependent contributions of the displacements of both phases are involved.

8.2.3 The Mixed Displacement–Pressure Formulation

Finite element models based on the displacement formulation of Biot’s poroelasticity have
been used to predict the acoustical and structural behavior of porous multilayer struc-
tures [22–25]. Since these models, while accurate, lead to large frequency-dependent matrices
for three-dimensional problems, Atalla et al. proposed in Reference [20] a novel exact mixed
displacement–pressure formulation derived directly from Biot’s poroelasticity equations. The
boundary conditions for this formulation were extensively discussed in Reference [21].

Equations for the mixed formulation will be derived below to show that it has the form of
a classical coupled fluid–structure problem, involving the dynamic equations of the skeleton
in vacuo and the equivalent fluid in the rigid skeleton limit. The most important boundary
conditions will be discussed later on in Section 8.5, which is devoted to the boundary integrals
of the weak form of poroelasticity.

The fluid phase stress tensor can be expressed as follows:

σ f
i j = −φ p δi j (11)

where p is the pressure of fluid in the pores (the so-called porefluid pressure; it should not be
mistaken for the partial pressure of the fluid phase which equals φp). Using this relation for
the constitutive equation of fluid phase (8) leads to the following expressions:

p = − λ̃f

φ
Uk|k − λ̃sf

φ
uk|k or Uk|k = − φ

λ̃f

p − λ̃sf

λ̃f

uk|k (12)

They are valid for the general case since only a constitutive equation has been used. Now,
however, interest is restricted to the harmonic oscillations (with the angular frequency ω). In
this case, by using Equation (11) in the harmonic equilibrium equation of fluid phase (5), the
fluid phase displacements can be expressed as a function of the pressure in the pores and the
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solid phase displacements:

Ui = φ

ω2	̃ff

p|i − 	̃sf

	̃ff

ui (13)

This in turn can be used for Equation (4); so now the harmonic equilibrium for the solid phase
can be expressed as follows:

σ ss
i j | j + ω2	̃ ui + φ

(
	̃sf

	̃ff

− λ̃sf

λ̃f

)
p|i = 0 where 	̃ = 	̃ss − 	̃2

sf

	̃ff

(14)

Here, a new stress tensor is introduced

σ ss
i j = μs (ui | j + u j |i ) + λ̃ss uk|k δi j where λ̃ss = λ̃s − λ̃2

sf

λ̃f

(15)

This tensor depends only on the solid phase displacements and has an interesting physical
interpretation: it is called the stress tensor of the skeleton in vacuo because it describes the
stresses in the skeleton when there is no fluid in the pores or when at least the pressure of
fluid is constant in the pores. This can be easily noticed when putting p(x) = constant in
Equation (14); then, the last term (which couples this equation with its fluid phase counterpart)
vanishes and so the remaining terms clearly describe the behavior of the skeleton of poroelastic
medium filled with a fluid under the same pressure everywhere. The new stress tensor is related
to the solid phase stress tensor in the following way:

σ s
i j = σ ss

i j − φ
λ̃sf

λ̃f

p δi j (16)

Now, the fluid phase displacements are to be eliminated from the fluid phase harmonic
equilibrium equations (5). To this end, Equations (11) and the second equation in (12) are used
for Equation (5) to obtain (after multiplication by −φ/(ω2	̃ff))

φ2

ω2 	̃ff

p|i i + φ2

λ̃f

p − φ

(
	̃sf

	̃ff

− λ̃sf

λ̃f

)
ui |i = 0 (17)

This equation pertains to the fluid phase but the last term couples it with the solid phase
equation (14). This term vanishes for the rigid body motion of the skeleton (i.e. when
ui = constant). That means that the main terms describe the behavior of the fluid when
the skeleton is motionless or rigid. Notice also that the expression that stands by ui |i in the
coupling term is similar to the one standing by p|i in the coupling term of the solid phase
equation (14). This feature is quite important when constructing the weak variational formu-
lation (and it justifies presenting Equation (17) in such a form), since it permits the handling
of some coupling conditions at the interface between two different poroelastic media to be
simplified.

Equations (14) and (17) together with the constitutive relation (15) constitute the mixed
displacement–pressure formulation of harmonic isotropic poroelasticity. For completeness,
the total stresses and total displacements in terms of the fluid pressure and solid phase
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displacements are given here:

σ t
i j = σ ss

i j − φ

(
1 + λ̃sf

λ̃f

)
p δi j = μs (ui | j + u j |i ) +

[
λ̃ss uk|k − φ

(
1 + λ̃sf

λ̃f

)
p

]
δi j (18)

ut
i =

[
1 − φ

(
1 + 	̃sf

	̃ff

)]
ui + φ2

ω2	̃ff

p|i (19)

8.3 Porous and Poroelastic Material Data and Coefficients

8.3.1 Porous Materials with a Rigid Frame

In many applications of porous media and for a wide frequency range the solid skeleton
vibrations can often be completely neglected. In such cases the frame of porous medium is
considered to be rigid and the so-called fluid-equivalent model by Johnson and Allard is applied
which uses the classical Helmholtz equation of linear acoustics. The parameters characterizing
an acoustic medium (i.e. inviscid perfectly elastic fluid) are the density and bulk modulus (or,
equivalently, the speed of sound). In the case of the fluid-equivalent model of porous material,
the only difference is that these quantities are frequency-dependent. Therefore, they are termed
the effective density and bulk modulus. All (quite cumbersome) formulas to calculate these
quantities will be given in this section. Notice that the same effective bulk modulus of the fluid
in a porous material is also used by the theory of poroelasticity (see Section 8.3.2).

8.3.1.1 Effective Density

The frequency-dependent effective density of a porous material with a rigid frame is computed
using the following formula:

	̃a = α∞ 	f + b̃

φ j ω
(20)

where the frequency-dependent viscous drag coefficient reads

b̃ = σ φ2G̃(ω) where G̃(ω) =
√

1 + 4η α2∞	f

σ 2 �2 φ2
j ω (21)

This coefficient will also be used in the poroelastic model. In the above expressions the fol-
lowing six material parameters appear:

� 	f (kg/m3) is the density of the saturating fluid;� η (Pa s) is the fluid viscosity;

these two parameters pertain to the fluid that saturates the pores (which is usually the air),
whereas the remaining parameters pertain to the porous material itself:

� σ (Pa s/m2) is the flow resistivity;� φ is the porosity;
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� α∞ is the tortuosity of pores (α∞ = φ rs/rf, where rs and rf are the resistivity of the material
saturated with a conducting fluid and the resistivity of the saturating fluid, respectively);� � (m) is the characteristic dimension of pores for viscous forces.

8.3.1.2 Bulk Modulus of the Fluid in the Porous Material

The effective bulk modulus of porous material with a rigid skeleton is in fact the bulk modulus
of the saturating fluid in a porous material (but not the specific bulk modulus of this fluid).
This is a frequency-dependent quantity computed as follows:

K̃a = γ Pa

γ − (γ − 1)/[1 + H̃ (ω)]
where H̃ (ω) =

√
64η2 + 4η �′2 B2	f j ω

�′2 B2	f j ω
(22)

Here, apart from the saturating fluid density, 	f, and viscosity, η, another three saturating fluid
parameters appear, namely:

� γ is the ratio of specific heats (γ = cv/cp, where cv and cp are the specific heats per unit
mass at constant volume and pressure, respectively);� Pa (Pa) is the ambient mean pressure;� B2 is the Prandtl number (B2 = κ/(	f cv), where κ is the thermal conductivity);

yet another porous material property is also involved, namely:

� �′ (m) is the characteristic dimension of pores for the bulk modulus of saturating fluid.

It is as well to mention here that the bulk modulus of fluid in the porous material is also used in
the calculation of the ‘dilatational’ coefficients of the poroelastic medium (see Section 8.3.2),
i.e. when the assumption of rigidity of the skeleton does not hold anylonger.

8.3.2 Poroelastic Materials

There are only three additional parameters to describe a porous material with an elastic frame,
namely:

� 	sph (kg/m3) is the density of the solid phase (notice that for the material with open pores
	sph = (1 − φ)	s, where 	s is the density of the material of the skeleton);� μs (Pa) is the shear modulus of the material of skeleton;� νb is the bulk Poisson’s ratio of the poroelastic material.

The other necessary parameters are identical to the ones used for a porous media with a rigid
skeleton. As a matter of fact, the effective bulk modulus of the fluid in a porous material is
computed in exactly the same way for the porous media with a rigid or elastic frame.

8.3.2.1 Effective Densities

Equations (3) define two effective densities of the poroelastic medium, 	ss and 	ff, and the
(negative) inertial coupling coefficient 	sf. Their frequency-dependent counterparts are defined
by formulas (6) involving the viscous drag coefficient b̃ calculated using Equation (21).
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8.3.2.2 Material Constants

There are four Lamé-like coefficients in the displacement equations of poroelastic media,
namely:

� the shear modulus of the porous material, which consequently is the shear modulus of the
skeleton, μs, and� the three ‘dilatational’ coefficients,1

λ̃s = −2

3
μs + Kb + (1 − φ)2

φ
K̃a , λ̃sf = (1 − φ) K̃a , λ̃f = φ K̃a , (23)

which depend on the porosity, φ, and the bulk modulus of the fluid in the porous material, K̃a

(see Equation (22)). The first of the ‘dilatational’ coefficients depends also on the shear
modulus, μs, and the bulk modulus of the skeleton at constant pressure, Kb. In vacuum (i.e.
no pressure) this bulk modulus is expressed as

Kb = 2(1 + νb)

3(1 − 2νb)
μs (24)

8.4 Weak Forms of Poroelasticity, Elasticity, Piezoelectricity
and Acoustics

8.4.1 Weak Form of the Mixed Formulation of Poroelasticity

The weak integral form of the mixed formulation of Biot’s poroelasticity was presented by
Atalla et al. [20]. An enhanced version of this weak formulation was proposed in Reference [26].
Here, the enhanced version will be used since the enhancement allows some boundary and
interface–coupling conditions to be handled easily. This matter was extensively discussed in
References [26] and [27]. Finite element models based on the enhanced weak form of the
mixed poroelasticity problem involving coupling to elastic and acoustic media are presented
in References [26] to [28]. In Reference [28] the convergence of the model using hierarchical
elements was investigated.

Let �p be a domain of poroelastic material and �p its boundary, with ni being the components
of the vector normal to the boundary and pointing outside the domain. The harmonic poroe-
lasticity problem can be described in this domain by the mixed formulation equations (14)
and (17). Both sides of these equations are multiplied by the so-called test (or weighting) func-
tions, δui and δp, for the solid phase equations and the fluid phase equation, respectively, and
then integrated in the whole domain �p and summed up to one integral equation. Integrating
by parts some of the terms and using the divergence theorem yields the weak form for the
harmonic poroelasticity problem, valid for any arbitrary yet admissible virtual displacements,

1 Here, simplified expressions for the ‘dilatational’ coefficients are presented. They are valid for every poroelastic

medium, which is much less stiff than the elastic material of its skeleton, so that the volume of the skeleton can

be assumed constant (while its shape changes). In practice, it means that these expressions can be used for most

of the sound-absorbing porous materials. They are obtained directly from the general ones (given, for example, in

Reference [12]) by taking an infinite limit for the bulk modulus of the elastic solid from which the frame is made,

i.e. Ks → ∞. Another practical remark is that most of the authors tend to use (after Biot [15, 16] or Allard [12]) the

following denotation for the poroelastic material constants: P = λ̃s + 2μs, Q = λ̃sf, R = λ̃f and N = μs.
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δui , and pressure, δp. This form can be expressed as follows:

WFp = −
∫

�p

σ ss
i j δui | j +

∫
�p

ω2	̃ ui δui −
∫

�p

φ2

ω2	̃ff

p|i δp|i +
∫

�p

φ2

λ̃f

p δp

+
∫

�p

φ

(
1 + 	̃sf

	̃ff

)
δ(p|i ui ) +

∫
�p

φ

(
1 + λ̃sf

λ̃f

)
δ(p ui |i )

+
∫

�p

σ t
i j n j δui +

∫
�p

φ (Ui − ui ) ni δp = 0 (25)

Here, σ ss
i j = σ ss

i j (u) is a function of solid phase displacements according to Equation (15).

The total stresses, σ t
i j = σ t

i j (u, p), and the fluid phase displacements, Ui = Ui (u, p), may also
be formally considered as functions of solid phase displacements and fluid phase pressure
(see Equations (18) and (13)), but they appear only in the boundary integrals and will be
reduced or replaced by specific prescribed values when considering the boundary or interface
coupling conditions. These integrals of (Neumann) boundary conditions are in the last line
of Equation (25) while the second line contains the coupling terms. Owing to the proposed
weak formulation, the boundary and interface conditions are naturally handled for rigid piston
displacements and when coupling to an elastic medium or to a layer of another poroelastic
material. They are also adequately simple when imposing a pressure field and in the case of
coupling to an acoustic medium. Since the issue of boundary and coupling interface conditions
is not a simple one in the case of a double-phase modeling, this matter will be extensively
discussed later on in Sections 8.5 and 8.6.

8.4.2 Weak Form for an Elastic Solid

The theory of (linear) elasticity and the derivation of the weak form used by the finite el-
ement method (FEM) and other variational methods can be found in many textbooks (e.g.
Reference [29]). Below, the weak integral of the principle of virtual work for a harmonic
elastic-body system is given (without derivation), and the natural and essential boundary con-
ditions are briefly discussed.

Let �e be an elastic solid domain with mass density 	e and boundary �e, and ne
i the compo-

nents of the vector normal to the boundary and pointing outside the domain. Assuming zero
body forces and the case of harmonic oscillations, the weak variational form of the problem
of elasticity expressing the principle of virtual work reads

WFe = −
∫

�e

σ e
i j δue

i | j +
∫

�e

ω2	e ue
i δue

i +
∫

�e

σ e
i j ne

j δue
i = 0 (26)

where ue
i are the elastic solid displacements and δue

i are their arbitral yet admissible varia-
tions; the elastic stress tensor σ e

i j = σ e
i j (u

e) is a substitute here for a linear function of elastic
displacements. Generally, in the anisotropic case this equals

σ e
i j = Ce

i jkl

ue
k|l + ue

l|k
2

(27)
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where Ce
i jkl is the fourth-order tensor of linear elasticity. It can be seen that the linear kinematic

relations between the elastic strain tensor and the elastic displacements, εe
i j = 1

2
(ue

i | j + ue
j |i ),

have already been used in Equation (27). Let it also be remembered that thanks to the symmet-
rical properties, only 21 of the total number of 81 elastic tensor components are independent
(since Ce

i jkl = Ce
i jlk , Ce

i jkl = Ce
j ikl and Ce

i jkl = Ce
kli j ). Moreover, in the case of an orthotropic

material there are nine nonzero independent material constants, while in the case of transversal
isotropy there one only five; finally, every isotropic elastic material is described completely
by only two material constants. In this latter case the constitutive equation (of linear isotropic
elasticity) can be expressed as follows:

σ e
i j = μe

(
ue

i | j + ue
j |i

) + λe ue
k|k δi j (28)

where the well-known Lamé coefficients: the shear modulus, μe, and the dilatational constant,
λe, appear. They are related to the material’s Young modulus, Ee, and Poisson’s coefficient, νe,
in the following way:

μe = Ee

2(1 + νe)
, λe = νe Ee

(1 + νe)(1 − 2νe)
(29)

8.4.2.1 Boundary Conditions

Two kinds of boundary conditions will be discussed here, namely Neumann’s and Dirichlet’s,
although they may be combined into the third specific type, the so-called Robin (or generalized
Dirichlet) boundary condition. For the sake of brevity, the latter type will not be considered;
remember only that, in practice, the well-known technique of Lagrange multipliers is usually
involved when applying it. The Neumann (or natural) boundary conditions describe the case
when forces t̂e

i are applied on a boundary, i.e.

σ e
i j ne

j = t̂e
i on �t

e (30)

whereas the displacements ûe
i are prescribed by the Dirichlet (or essential) boundary conditions

ue
i = ûe

i on �u
e (31)

According to these conditions the boundary is divided into two (directionally disjoint) parts,
i.e. �e = �t

e ∪ �u
e . There is an essential difference between the two kinds of conditions. The

displacement constraints form the kinematic requirements for the trial functions while the
imposed forces appear in the weak form; thus, the boundary integral, i.e. the last left-hand-side
term of Equation (26), equals

BIe =
∫

�e

σ e
i j ne

j δue
i =

∫
�t

e

t̂e
i δue

i (32)

Here, the property δue
i = 0 on �u

e has been used.
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8.4.3 Weak Form of Piezoelectricity

The theory of piezoelectricity is extensively discussed, for example, in References [30] and [31].
More or less brief recapitulations of the linear theory of piezoelectricity may also be found
in many papers and books on active vibration control and piezoelectric actuators and sensors
(e.g. References [2], [32] and [33]). A very good survey of the advances and trends in finite
element modeling of piezoelectricity was presented by Benjeddou [34]. In this paper the basic
theoretical considerations and equations of linear piezoelectricity as well as the variational
piezoelectric equations are also given.

Piezoelectric elements of the proposed active composites, liners and panels are to be modeled
using the linear theory. It is adequate enough and, moreover, it is a very accurate model
when compared it to some frequently used approximations like the so-called thermal analogy
approach. Here, a variational form of linear piezoelectricity will be presented as being the
most used one for piezoelectric finite element formulations. This form should be regarded as
the sum of the conventional principle of virtual mechanical displacements and the principle of
virtual electric potential.

Let �pz be a domain of piezoelectric material, 	pz its mass density and �pz its boundary.

The unit boundary-normal vector, npz
i , points outside the domain. The dependent variables of

piezoelectric medium are the mechanical displacements, upz
i , and electric potential, V pz. The

case of harmonic oscillations (with the angular frequency ω) with no mechanical body forces
and electric body charge is considered. Then, for arbitrary yet admissible virtual displacements,
δupz

i , and virtual electric potential, δV pz, the variational formulation of the piezoelectricity
problem can be given as

WFpz = −
∫

�pz

σ
pz
i j δupz

i | j +
∫

�pz

ω2	pz upz
i δupz

i +
∫

�pz

σ
pz
i j npz

j δupz
i

−
∫

�pz

Dpz
i δV pz

|i +
∫

�pz

Dpz
i npz

i δV pz = 0 (33)

where σ
pz
i j = σ

pz
i j (upz, V pz) and Dpz

i = Dpz
i (upz, V pz) are expressions of mechanical displace-

ments and electric potential. Obviously, from the physical point of view they represent the
mechanical stress tensor and the electric displacement vector, respectively. As a matter of
fact, these expressions are the so-called stress-charge form of the constitutive relations of
piezoelectricity. They are given below for the case of linear anisotropic piezoelectricity:

σ
pz
i j = Cpz

i jkl

upz
k|l + upz

l|k
2

− epz
ki j V pz

|k , Dpz
i = epz

ikl

upz
k|l + upz

l|k
2

+ ε
pz
ik V pz

|k (34)

Here, Cpz
i jkl , epz

ikl and ε
pz
ik denote (the components of) the fourth-order tensor of elastic mate-

rial constants, the third-order tensor of piezoelectric material constants and the second-order
tensor of dielectric material constants, respectively. These three tensors of material constants
characterize completely any piezoelectric material, i.e. its elastic, piezoelectric and dielectric
properties. Only one of these tensors is responsible for the piezoelectric effects. Therefore,
piezoelectricity can be viewed as a multiphysics problem where in one domain of a piezo-
electric medium the problems of elasticity and electricity are coupled by the piezoelectric
material constants present in (additional) coupling terms in the constitutive relations. Note
that the (linear) kinematic relations, ε

pz
i j = (upz

k|l + upz
k|l)/2, linking mechanical strain (ε

pz
i j ) and
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displacements (upz
i ), and the Maxwell’s law for electrostatics, Epz

i = −V pz
|i , relating the electric

field (Epz
i ) with its potential (V pz), have been explicitly used in Equations (34).

The constitutive equations (34) are given for a general case of anisotropic piezoelectric-
ity. However, piezoelectric materials are usually treated as orthotropic or even transversally
isotropic. This is certainly valid for thin piezoelectric patches with through-thickness polariza-
tion, which are often used in smart structures as fixed-on-surface piezoelectric actuators and
sensors. In this case, assuming that the thickness (and therefore, the polarization) of the piezo-
patch is directed along the x3 axis, the orthotropic constitutive equations of the piezoelectric
material can be expressed as follows, where the formulas for stresses are

σ
pz
11 = Ĉpz

11 upz
1|1 + Ĉpz

12 upz
2|2 + Ĉpz

13 upz
3|3 − êpz

31 V pz
|3

σ
pz
22 = Ĉpz

12 upz
1|1 + Ĉpz

22 upz
2|2 + Ĉpz

23 upz
3|3 − êpz

32 V pz
|3

σ
pz
33 = Ĉpz

13 upz
1|1 + Ĉpz

23 upz
2|2 + Ĉpz

33 upz
3|3 − êpz

33 V pz
|3

σ
pz
23 = Ĉpz

44 (upz
2|3 + upz

3|2) − êpz
24 V pz

|2

σ
pz
13 = Ĉpz

55 (upz
1|3 + upz

3|1) − êpz
15 V pz

|1

σ
pz
12 = Ĉpz

66 (upz
1|2 + upz

2|1)

(35)

and for the electric displacements are

Dpz
1 = êpz

15 (upz
1|3 + upz

3|1) + ε
pz
11 V pz

|1

Dpz
2 = êpz

24 (upz
2|3 + upz

3|2) + ε
pz
22 V pz

|2

Dpz
3 = êpz

31 upz
1|1 + êpz

32 upz
2|2 + êpz

33 upz
3|3 + ε

pz
33 V pz

|3

(36)

Moreover, for transversal isotropy the following relations are satsfied by the elastic material
constants:

Ĉpz
22 = Ĉpz

11 , Ĉpz
23 = Ĉpz

13 , Ĉpz
55 = Ĉpz

44 , Ĉpz
66 = Ĉpz

11 − Ĉpz
12

2
(37)

by the piezoelectric constants:

êpz
24 = êpz

15 , êpz
32 = êpz

33 (38)

and by the dielectric constants:

ε
pz
22 = ε

pz
11 (39)

In the above relations, some pairs of indices have been replaced by new subscripts as
given by the following rule of change (known from the so-called Kelvin–Voigt notation):
11 	→ 1, 22 	→ 2, 33 	→ 3, 23 	→ 4, 13 	→ 5 and 12 	→ 6. Thus, Cpz

i jkl is represented as Ĉpz
I J

and epz
ki j as êpz

k I , where i, j, k, l = 1, 2, 3 and I, J = 1, . . . , 6. This contracted notation allows 21
independent anisotropic elastic material constants to be grouped in a 6 × 6 symmetrical matrix
and the third-order tensor of piezoelectric effects to be represented as a 3 × 6 matrix. Notice
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again that in the case of orthotropic elasticity there are only nine independent nonzero elastic
matrix components, namely Ĉpz

11, Ĉpz
12, Ĉpz

13, Ĉpz
22, Ĉpz

23, Ĉpz
33, Ĉpz

44, Ĉpz
55 and Ĉpz

66. Moreover, in the
case of transversal isotropy only five of them are independent in view of the relations (37). The
number of nonzero components of the tensor of piezoelectric constants is five, which are êpz

15, êpz
24,

êpz
31, êpz

32 and êpz
33, but only three of them are independent, as stated by Equations (38), in the case

of transversal isotropy. The tensor of dielectric constants has a diagonal matrix representation,
but only two independent components, ε

pz
11 and ε

pz
33, in the transversal isotropic case where

ε
pz
22 = ε

pz
11. All the mentioned features have to be used in the constitutive equations (35) and (36).

Finally, instead of the dielectric constants, ε
pz
ik , there is often a preference to use nondimensional

constants, the so-called relative permittivities, ε̂
pz
ik , which are defined relative to the electric

permittivity of a vacuum. Then, the following relation is used:

ε
pz
ik = ε0 ε̂

pz
ik (40)

where ε0 = 8.854 × 10−12 F/m is the permittivity of the vacuum.

8.4.3.1 Boundary Conditions

In piezoelectricity the boundary conditions are divided into two groups: mechanical conditions
(referring to the elasticity problem) and electrical conditions (referring to the electricity).
Consequently, the boundary of the piezoelectric domain can be subdivided as follows:

�pz = �t
pz ∪ �u

pz and �pz = �Q
pz ∪ �V

pz (41)

The parts belonging to the same group of subdivision are disjoint and both subdivisions are
completely independent. Here, �t

pz and �Q
pz pertain to the Neumann conditions for surface-

applied mechanical forces and electric charge, respectively, while �u
pz and �V

pz refer to the
Dirichlet conditions on imposed mechanical displacements and electric potential, respectively.
The third possibility of the Robin boundary condition is skipped; however, it would involve
another parts, one in the mechanical and one in the electric subdivision of the boundary.

First, consider the mechanical boundary conditions. The forces, t̂pz
i , applied to a boundary

are expressed by the Neumann (or natural) condition

σ
pz
i j npz

j = t̂pz
i on �t

pz (42)

whereas the imposed displacements, ûpz
i , will appear in the Dirichlet (i.e. essential) boundary

condition

upz
i = ûpz

i on �u
pz (43)

The Dirichlet condition must be a priori explicitly met by the trial functions while the Neumann
condition (42) is used for the mechanical boundary integral, i.e. the third term in Equation (33),
which equals

BImech
pz =

∫
�pz

σ
pz
i j npz

j δupz
i =

∫
�t

pz

t̂pz
i δupz

i (44)

since δupz
i = 0 on �u

pz.
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The electric boundary condition of the Neumann kind serves for a surface electric charge
Q̂pz applied on a boundary:

−Dpz
i npz

i = Q̂pz on �Q
pz (45)

whereas the Dirichlet condition allows the electric potential V̂ pz to be prescribed on a boundary:

V pz = V̂ pz on �V
pz (46)

The electric boundary integral, i.e. the last term in Equation (33), equals

BIelec
pz = −

∫
�pz

Dpz
i npz

i δV pz =
∫

�
Q
pz

Q̂pz δV pz (47)

Here, the Neumann condition for electric charge (45) has been used together with the condition
for voltage variation, δV pz = 0 on �V

pz.
By summing up the mechanical and electrical boundary integrals (44) and (47), the following

total mechanical–electric boundary integral results:

BIpz = BImech
pz + BIelec

pz =
∫

�t
pz

t̂pz
i δupz

i +
∫

�
Q
pz

Q̂pz δV pz (48)

8.4.4 Weak Form for an Acoustic Medium

Classical acoustic media are homogeneous inviscid perfectly elastic fluids where compres-
sional acoustic waves propagate, with velocity being the material property of the medium
termed as the speed of sound. The classical linear time-harmonic acoustics is governed by
the Helmholtz equation. The derivation of this equation may be found in many textbooks,
e.g. in Reference [35]. Finite (and infinite) element methods for time-harmonic acoustics are
reviewed in References [36] and [37]. Below, the weak integral form (used by the FEM) of
harmonic acoustics is given and the relevant natural and essential boundary conditions are
briefly discussed.

Let �a be an acoustic medium domain and �a its boundary with na
i being the components

of unit normal vector pointing outside the domain. The dependent variable of the acoustical
medium is the acoustic pressure, pa. For harmonic motion with the angular frequency ω, the
following weak form should be used:

WFa = −
∫

�a

1

ω2	a

pa
|i δpa

|i +
∫

�a

1

Ka

paδpa +
∫

�a

1

ω2	a

pa
|i na

i δpa = 0 (49)

where 	a and Ka are the acoustic medium mass density and bulk modulus, respectively. In
the case of fluids (especially gases), usually the given data describe how fast a sound wave
propagates in the medium. Therefore, the bulk modulus can always be replaced by Ka = 	a c2

a ,
where ca is the speed of sound. However, in the case of fluid-equivalent models of porous
materials (with rigid frame) there is often a preference to use the bulk modulus which, together
with the (now effective) density, is a frequency-dependent quantity, i.e. Ka = K̃a(ω) and 	a =
	̃a(ω). Knowing the acoustic pressure, the (complex amplitudes of) displacements, velocities
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and accelerations of a fluid particle can always be determined using the following formulas:

ua
i = 1

ω2	a

pa
|i , va

i = j ω ua
i = − 1

j ω 	a

pa
|i , aa

i = −ω2 ua
i = − 1

	a

pa
|i (50)

8.4.4.1 Boundary Conditions

Two kinds of boundary conditions will be considered: the Neumann condition when a rigid
piston of known accelaration, âa

i , is imposed on a boundary and the Dirichlet condition when a
value of acoustic pressure, p̂a, is prescribed. In the harmonic case, âa

i = −ω2 ûa
i with ûa

i being
the (complex) amplitude of displacements, and the Neumann condition reads

1

ω2	a

pa
|i = ûa

i on �u
a (51)

The Dirichlet boundary condition simply states that

pa = p̂a on �p
a (52)

As in the case of poroelastic, elastic and piezoelectric media, the third (i.e. Robin’s) kind of
boundary conditions is skipped in the present discussion.

Now, using the Neumann condition (51) and the condition for pressure variation, δpa = 0
on �

p
a , the boundary integral, i.e. the last term in Equation (49), can be written as follows:

BIa =
∫

�a

1

ω2	a

pa
|i na

i δpa =
∫

�u
a

ua
i na

i δpa (53)

8.5 Boundary Conditions for Poroelastic Medium

8.5.1 The Boundary Integral

The boundary integral in the weak variational form of the mixed formulation of poroelastic-
ity (25) has the following form:

BIp =
∫

�p

σ t
i j n j δui +

∫
�p

φ (Ui − ui ) ni δp (54)

Here, two types of boundary conditions that may occur at the boundary of the poroelastic
medium will be discussed. Although some other conditions might be formally applied, these
two are the most representative and important in practice. In other words, skipped will be, for
example, the mixed conditions that independently prescribe in the same point of the boundary
different fields to both phases.

8.5.2 Imposed Displacement Field

A displacement field, ûi , applied on a boundary of the poroelastic medium describes, for
example, the case of a piston in motion acting on the surface of the medium. Here, it is
assumed that the solid skeleton is fixed to the surface of the piston while the fluid obviously
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cannot penetrate into the piston. Therefore,

ui = ûi , (Ui − ui ) ni = 0 (55)

The first condition expresses the continuity between the imposed displacement vector and
the solid phase displacement vector. The second equation expresses the continuity of normal
displacements between the solid phase and the fluid phase. Using these conditions and the fact
that the variations of the known solid displacements are zero (δui = 0), the boundary integral
reduces to zero [26]:

BIp = 0 (56)

Notice that this result also holds when the poroelastic medium is not glued but only adherent
to the rigid piston, providing that there is no friction or any imposed tangential forces at
the interface between the piston and the poroelastic medium. In that case, the second one
of the boundary conditions (55) holds (and so the second term of the boundary integral of
Equation (54) disappears) whereas, instead of the three constraints for the solid displacements
given by the first one of the conditions (55), there is one requirement for the normal solid
displacement ui ni = û (where û is the prescribed normal displacement of piston), and two
additional requirements about the total stress vector (σ t

i j n j ), which state that the components
tangential to the surface of the piston are zero. This assumption together with the fact that
the variation of the prescribed normal component of the solid displacement must be zero
(δui ni = 0) make the first term of the boundary integral (54) vanish, and so the result (56) is
valid. Remember, however, that this result cannot be used if the friction occurs between the
piston and the poroelastic medium, or if any tangential forces are imposed. In this latter (rather
academic) case the prescribed tangential forces would appear in the boundary integral. The
case of friction can be important in practice and will yield a nonlinear boundary condition.

8.5.3 Imposed Pressure Field

A harmonic pressure field of amplitude p̂ is imposed on the boundary of the poroelastic
domain, which means that it affects at the same time the fluid in the pores and the solid
skeleton. Therefore, the following boundary conditions must be met:

p = p̂ , σ t
i j n j = − p̂ ni (57)

The first condition is of the Dirichlet type and must be applied explicitly. It describes the
continuity of pressure in the fluid. It also means that the pressure variation is zero (δp = 0)
at the boundary. The second condition expresses the continuity of the total normal stress. All
this, when used for Equation (54), leads to the following boundary integral [26, 27]:

BIp = −
∫

�p

p̂ ni δui (58)

Now, consider an important case when there is no pressure (nor any displacement field) applied
on the boundary of a poroelastic medium. In spite of appearances, this is not identical with,
but can only be approximated by, the case when the pressure at the boundary is kept at zero
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( p̂ = 0). Then, the boundary integral vanishes, BIp = 0, and only the Dirichlet boundary
condition, p = 0, must be applied.

8.6 Interface Coupling Conditions for Poroelastic and Other Media

8.6.1 Poroelastic–Poroelastic Coupling

To begin with, consider the coupling conditions between two different poroelastic media
(domains) fixed to one another. The superscripts 1 and 2 (put in parentheses) denote which
domain the superscripted quantity belongs to. Let �

(1)-(2)
be an interface between the two media

and let n(1)

i be the components of the unit vector normal to the interface and pointing outside
medium 1 (and into medium 2), while n(2)

i are the components of the unit normal vector pointing
outside medium 2 (into medium 1), which means that at every point of the interface n(2)

i = −n(1)

i .
The coupling integral terms (given at the interface) are a combination of the boundary integrals
resulting from the weak variational forms (25) obtained for both poroelastic domains, i.e.

CI (1)-(2) =
∫

�(1)-(2)

σ
t(1)

i j n(1)

j δu (1)

i +
∫

�(1)-(2)

φ(1)(U
(1)

i − u (1)

i ) n(1)

i δp(1)

+
∫

�(1)-(2)

σ
t(2)

i j n(2)

j δu (2)

i +
∫

�(1)-(2)

φ(2)(U
(2)

i − u (2)

i ) n(2)

i δp(2) (59)

It will be demonstrated that this coupling integral (resulting from the weak form (25) of the
mixed formulation of harmonic poroelasticity) equals zero, which means that the coupling con-
ditions are naturally handled [26,27] at the interface between two domains made of poroelastic
materials.

At the interface between two poroelastic media, the following coupling conditions must be
met:

σ
t(1)

i j n(1)

j = σ t(2) n(1)

j , φ(1)(U
(1)

i − u (1)

i ) n(1)

i = φ(2)(U
(2)

i − u (2)

i ) n(1)

i

u (1)

i = u (2)

i , p(1) = p(2)

(60)

The first condition ensures the continuity of total stresses while the second one ensures the
continuity of the relative mass flux across the interface. The two last conditions express the
continuity of the solid phase displacements and of the pressure of porefluids, respectively. This
also indicates that the appropriate variations are the same (i.e. δu (1)

i = δu (2)

i and δp(1) = δp(2)).
Now, applying the coupling conditions for Equation (59) and taking into account that n(2)

i =
−n(1)

i , it is easy to obtain the following result:

CI (1)-(2) = 0 (61)

which means that the coupling conditions between two poroelastic media are indeed naturally
handled [26, 27].

8.6.2 Poroelastic–Elastic Coupling

Let �p-e be an interface between poroelastic and elastic media. Let ni be the components of
the unit vector normal to the interface and pointing outside the poroelastic domain into the
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elastic one. The coupling integral combines the boundary integral terms resulting from both
poroelastic and elastic weak forms (Equations (25) and (26), respectively):

CIp-e =
∫

�p-e

σ t
i j n j δui +

∫
�p-e

φ (Ui − ui ) ni δp +
∫

�p-e

σ e
i j ne

j δue
i (62)

where ne
i = −ni are the components of the unit normal vector pointing outside the elastic

domain (and into the poroelastic medium). Now, the following coupling conditions must be
met at the interface:

σ t
i j n j = σ e

i j n j , (Ui − ui ) ni = 0 , ui = ue
i (63)

The first condition states the continuity of the total stress tensor, the second one expresses that
there is no mass flux across the interface and the last one assumes the continuity of the solid
displacements. The last condition also involves the equality of the variations of displacements,
δui = δue

i . Now, applying the coupling conditions for the coupling integral (62) results in

CIp-e = 0 (64)

This is similar to the result obtained for coupling between two poroelastic domains: the coupling
between poroelastic and elastic media is also naturally handled [26, 27].

8.6.3 Poroelastic–Acoustic Coupling

Now, the coupling between poroelastic and acoustic media will be discussed. Let �p-e be an
interface between a poroelastic material and an acoustic medium, with ni being the components
of the unit vector normal to the interface and pointing outside the poroelastic domain (and
into the acoustic medium), whereas na

i are the components of the similar unit normal vector
pointing in the opposite direction; therefore, in every point of the interface na

i = −ni . The
coupling integral is a combination of the boundary integral terms from the poroelastic weak
form (25) and the acoustic weak form (49):

CIp-a =
∫

�p-a

σ t
i j n j δui +

∫
�p-a

φ (Ui − ui ) ni δp +
∫

�p-a

1

ω2	a

pa
|i na

i δpa (65)

The coupling conditions between the two media express the continuity of (total) stresses, (total)
normal displacements and pressure, respectively:

σ t
i j n j = −p ni ,

1

ω2	a

pa
|i na

i = ut
i na

i , p = pa (66)
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Now, using these conditions and the expression for the total displacements of the poroelastic
medium, ut

i = (1 − φ) ui + φ Ui , the coupling integral (65) [26, 27] simplifies to

CIp-a = −
∫

�p-a

p ni δui +
∫

�p-a

φ (Ui − ui ) ni δp −
∫

�p-a

[
(1 − φ) ui + φ Ui

]
ni δp

= −
∫

�p-a

(
p ni δui + ui ni δp

) = −
∫

�p-a

δ(p ui ni ) (67)

8.6.4 Acoustic–Elastic Coupling

The coupling integral on an interface �a-e between elastic and acoustic subdomains reads as
follows:

CIa-e =
∫

�a-e

1

ω2	a

pa
|i na

i δpa +
∫

�a-e

σ e
i j ne

j δue
i (68)

On the interface, the conditions of continuity of the displacements normal to the interface and
normal stresses must be satisfied, i.e.

1

ω2	a

pa
|i na

i = ue
i na

i , σ e
i j ne

j = −pa ne
i (69)

These conditions are used for the integral and since on the interface the two unit normal vectors
are in the opposite direction to one another, i.e. na

i = −ne
i , the interface coupling integral (68)

simplifies to

CIa-e =
∫

�a-e

(
pa na

i δue
i + ue

i na
i δpa

) =
∫

�a-e

δ(pa ue
i na

i ) (70)

Obviously, this result is also valid and, moreover, complete in the case of a piezoelectric
medium in contact with an acoustic one, since the interface coupling occurs explicitly only
between the acoustic problem and its mechanical (i.e. elastic) counterpart in the piezoelectric
subdomain. To be formal, �a-e should only be changed to �a-pz and ue

i to upz
i in the formulas

given above.

8.7 Galerkin Finite Element Model of a Coupled System of
Piezoelectric, Elastic, Poroelastic and Acoustic Media

8.7.1 A Coupled Multiphysics System

Consider a coupled multiphysics system made up of Npz piezoelectric, Ne elastic, Np poroelastic
and Na acoustic subdomains; the subdomains are denoted by, respectively, �pz(N) where N ∈
{1, . . . , Npz}, �e(N) where N ∈ {1, . . . , Ne}, �p(N) where N ∈ {1, . . . , Np} and �a(N) where N ∈
{1, . . . , Na}. In practice, the system can describe an active composite noise absorber or insulator,
in particular, a panel composed of a couple of poroelastic layers fixed to an elastic faceplate
(or faceplates) to which some patches of piezoelectric transducers (actuators or sensors) are
glued, the whole assembly being immersed in an acoustic medium. The Galerkin method will
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be used to approach the problem by means of finite elements. For simplicity, the analysis will
be reduced to the case of consistent finite element meshes where the nodes of two contacting
domains are coincident on the interface. In the general case of nonconsistent meshes, a standard
method of Lagrange multipliers must be used to deal with noncontiguous nodes.

The assumption of consistent meshes means that the essential interface continuity conditions
can be easily met at the discretized interfaces since the corresponding degrees of freedom are
at contiguous nodes. This concerns the field continuity conditions at the interfaces between
subdomains of the same kind (for example, u (1)

i = u (2)

i on �p(1)-p(2)
, ue(1)

i = ue(2)

i on �e(1)-e(2)
or

pa(1) = pa(2) on �a(1)-a(2)
, etc., assuming that the exemplary interfaces exist) as well as the dis-

placement continuity conditions on the interfaces between poroelastic, elastic and piezoelectric
subdomains (for example, u (1)

i = ue(1)

i on �p(1)-e(1)
or ue(1)

i = upz(1)

i on �e(1)-pz(1)
, etc.) and the pres-

sure continuity conditions on the interfaces between poroelastic and acoustic subdomains (for
example, p(1) = pa(1) on �p(1)-a(1)

, etc.). As a matter of fact, in the assumed notation these inter-
face continuity conditions will be implicitly imposed by choosing the same variables referring
to the similar fields in different subdomains. Therefore, the same field of displacements, ui ,
will be used defined continuously in poroelastic, �p, elastic, �e, and piezoelectric, �pz, do-
mains, as well as the field of pressure, p, continuous through poroelastic, �p, and acoustic, �a,
domains, and the field of electric potential continuous in a whole piezoelectric domain, �pz.
The mentioned poroelastic, acoustic, elastic and piezoelectric domains are unions of all sub-
domains of the same kind; i.e. they are formally defined as follows (see also the diagram in
Figure 8.2, page 299):

�p =
Np⋃

N=1

�p(N) , �a =
Na⋃

N=1

�a(N) , �e =
Ne⋃

N=1

�e(N) , �pz =
Npz⋃

N=1

�pz(N) (71)

Obviously, the fields ui and p, although being continuous functions of position x in
�p ∪ �e ∪ �pz and in �p ∪ �a, respectively, they have, however, a slightly different mean-
ing in different domains; namely ui are the solid phase displacements in �p and the elastic
displacements in �e or in �pz, whereas p is the pore pressure in �p and the acoustic pressure
in �a. Nevertheless, when knowing ui and p, any of the fields defined in a particular subdomain
can be specified as follows:

u (N)

i = ui in �p(N), p(N) = p in �p(N) , N ∈ {1, . . . , Np} (72)

pa(N) = p in �a(N) , N ∈ {1, . . . , Na} (73)

ue(N)

i = ui in �e(N) , N ∈ {1, . . . , Ne} (74)

upz(N)

i = ui in �pz(N) , V pz(N) = V in �pz(N) , N ∈ {1, . . . , Npz} (75)

and then other relevant quantities (like strains or stresses, or electric displacements) can be
computed in the particular subdomain.

Consequently, boundaries are defined as adequate unions of boundaries of the subdomains
of the same kind. Let it point out here that the term boundary refers only to these bounds of
any subdomain where boundary conditions (constraints or excitations) are applied, and not to
the interfaces with other subdomains. Therefore, for the poroelastic domain the total boundary,
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�p, is an assembly of the boundaries of all poroelastic subdamains, �p(N)
(N ∈ {1, . . . , Np}), i.e.

�p =
Np⋃

N=1

�p(N)
=

Np⋃
N=1

(
�u

p(N)
∪ �p

p(N)

)
=

Np⋃
N=1

�u
p(N)

∪
Np⋃

N=1

�p
p(N)

= �u
p ∪ �p

p (76)

and, as shown here, this can be divided into two kinds, namely where the value of displacement
or the value of pressure is prescribed, �u

p or �
p

p , respectively. In fact, two other types could
have been distinguished but, like previously, they are left out because of their low practical
importance. In other words, only piston displacement or acoustic pressure can be imposed on
to the boundaries of poroelastic media.

Similarly, the boundary of the acoustic domain, �a, incorporates all boundaries of acoustic
subdomains, �a(N)

(N ∈ {1, . . . , Na}), i.e.

�a =
Na⋃

N=1

�a(N)
=

Na⋃
N=1

(
�p

a(N)
∪ �u

a(N)

)
=

Na⋃
N=1

�p
a(N)

∪
Na⋃

N=1

�u
a(N)

= �p
a ∪ �u

a (77)

Here, as well, two parts are distinguished where pressure or displacement boundary conditions
are applied, �

p
a or �u

a , respectively. This time they are clearly the Dirichlet (essential) and
Neumann (natural) boundary conditions.

The boundaries of elastic subdomains, �a(N)
(N ∈ {1, . . . , Na}), make up the total boundary

of elastic domain, i.e.

�e =
Ne⋃

N=1

�e(N)
=

Ne⋃
N=1

(
�u

e(N)
∪ �t

e(N)

)
=

Ne⋃
N=1

�u
e(N)

∪
Ne⋃

N=1

�t
e(N)

= �u
e ∪ �t

e (78)

where, again, a part referring to the prescribed displacement (the Dirichlet condition), �u
e , and

a part referring to the prescribed load (the Neumann condition), �t
e , are discriminated.

The piezoelectric domain represents a slightly more complicated case. The total boundary
of the piezoelectric domain, �pz, consists of the boundaries of all piezoelectric subdomains,
�pz(N)

(N ∈ {1, . . . , Npz}); this time, however, there is a need to distinguish the two independent
subdivisions relevant for the mechanical and electrical conditions:

�pz =
Npz⋃

N=1

�pz(N)
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Npz⋃
N=1

(
�u

pz(N)
∪ �t

pz(N)

)
=

Npz⋃
N=1

�u
pz(N)

∪
Npz⋃

N=1

�t
pz(N)

= �u
pz ∪ �t

pz

Npz⋃
N=1

(
�V

pz(N)
∪ �Q

pz(N)

)
=

Npz⋃
N=1

�V
pz(N)

∪
Npz⋃

N=1

�Q
pz(N)

= �V
pz ∪ �Q

pz

(79)

Eventually, the essential boundary conditions can formally be written for the coupled system
as follows:

ui =

⎧⎪⎨⎪⎩
ûi on �u

p ,

ûe
i on �u

e ,

ûpz
i on �u

pz ,

p =
{

p̂ on �
p

p ,

p̂a on �
p

a ,
V = V̂ pz on �V

pz (80)
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where ûi , ûe
i , ûpz

i , p̂, p̂a and V̂ pz are given values. The relevant natural boundary conditions
are expressed by Equations (57) (the second equation), (30), (42), (51), and (45).

8.7.2 Weak Form of the Coupled System

The weak form of coupled multiphysical system combines the weak forms for the corre-
sponding problems presented in Section 8.4. The discussion of coupling interface conditions
in Section 8.6 has presented very important results, namely that the coupling of two poroelas-
tic domains, or a poroelastic domain to an elastic one, is naturally handled; i.e. the interface
coupling integrals are zero, which results from the continuity of the fields of primary variables.
Such a result is also straightforwardly obtained for elastic and piezoelectric domains. This is
not the case when coupling to an acoustical domain. Therefore, define (for convenience) the
following interface: �a-p,e,pz = �a-p ∪ �a-e ∪ �a-pz, which is a simple sum of all surfaces, edges
and points where the acoustic domain is coupled to the poroelastic, elastic and piezoelectric
domains. Now, the weak form of the coupled system reads∫

�pz

( − σ
pz
i j δui | j + ω2	pz ui δui + Dpz

i δV|i
) +

∫
�t

pz

t̂pz
i δui +

∫
�

Q
pz

Q̂pz δV

+
∫

�e

( − σ e
i j δui | j + ω2	e ui δui

) +
∫

�t
e

t̂e
i δui +

∫
�p

(
P

) −
∫

�
p

p

p̂ ni δui

+
∫

�a

(
− 1

ω2	a

p|i δp|i + 1

Ka

p δp

)
+

∫
�u

a

ûa
i na

i δp +
∫

�a-p,e,pz

na
i

(
δp ui + p δui

) = 0 (81)

where P stands for the integrand for a poroelastic domain and equals

P = −σ ss
i j δui | j + ω2	̃ ui δui − φ2

ω2	̃ff

p|i δp|i + φ2

λ̃f

p δp

+ φ

(
1 + 	̃sf

	̃ff

)(
δp|i ui + p|i δui

) + φ

(
1 + λ̃sf

λ̃f

)(
δp ui |i + p δui |i

)
(82)

In the above equations ui are the displacements of a piezoelectric or elastic solid or of the solid
phase of a poroelastic material, V is the electric potential in the piezoelectric domain and p
is the pressure in the acoustic medium or in the pores of poroelastic medium. The variational
equation (81) must be satisfied for all admissible variations (i.e. virtual or test functions) of
primary variables: δui , δV and δp. Furthermore,

σ
pz
i j = Cpz

i jkl

uk|l + ul|k
2

+ epz
ki j V|k , Dpz

i = epz
ikl

uk|l + ul|k
2

− ε
pz
ik V|k (83)

σ ss
i j = μs (ui | j + u j |i ) + λ̃ss uk|k δi j (84)

and

σ e
i j = μe (ui | j + u j |i ) + λe uk|k δi j or σ e

i j = Ce
i jkl

uk|l + ul|k
2

(85)
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Notice that the terms in the first line of the functional (81) of the coupled multiphysical
system refer to the piezoelectric subdomains and another two terms to the elastic subdomains;
then there are two integrals pertaining to the poroelastic media and the last line brings terms
relevant for the acoustical medium, where the last integral describes the interface coupling
to other media. Obviously, all material parameters involved in the functional are functions of
position defined on the relevant subdomains. For elastic solids, the first formula in (85) refers
to isotropic elastic materials while the second one refers to elastic materials in general.

8.7.3 Galerkin Finite Element Approximation

The discrete equations for a finite element model will be obtained from the functional (81)
by using finite element interpolants for the trial and test functions, as stated by the Galerkin
method. Remember that i, j, k, l ∈ {1, 2, 3} are indices referring to the coordinates of the
system of reference. Now, new subscripts are introduced for the degrees of freedom of a
discrete model, namely m, n ∈ {1, . . . NDOF}, where NDOF is the total number of degrees of
freedom. For simplicity and to avoid any inconsistency, the summation convention is in use
also for these subscripts.

Let N u
im , N p

m , N V
m be the interpolants, i.e. the so-called global shape functions defined in the

whole domain �; they will be used to approximate the fields of displacements, pressure and
electric potential, respectively. The shape functions, like all interpolants, satisfy the conditions

N u
im(xn) = δmn , N p

m (xn) = δmn , N V
m (xn) = δmn (86)

where xm is the point in � where the mth degree of freedom is localized. Although it refers
to a nodal point of an FE mesh, it is not exactly the same since one node of the FE mesh may
be attributed to several degrees of freedom; for example, in one nodal point of a piezoelectric
medium three mechanical displacements and one electrical potential are set. It should be
remembered that the subscripts m and n number the degrees of freedom and not the geometrical
nodes of the FE mesh.

The trial functions (solutions) are approximated as linear combinations of the relevant shape
functions, i.e.

ui (x) ≈ N u
im(x) qm , p(x) ≈ N p

m (x) qm , V (x) ≈ N V
m (x) qm (87)

where qm are the degrees of freedom of the discrete model. They form the global vector of
degrees of freedom, q, and can be divided into five groups of components as follows:

qm ∈ qui if qm = ui (xm) (i = 1, 2, 3)

qm ∈ qp if qm = p(xm)

qm ∈ qV if qm = V (xm)

(88)

Here, qui (i = 1, 2, 3), qp and qV are subvectors of the vector q, corresponding to the three
mechanical displacements, pressure and electric potential, respectively; notice that the prop-
erties (86) have been used when defining the subvectors.

It is an obvious observation that the shape functions are zero on nonrelevant subdomains
(e.g. N V

m = 0 on �/�pz). Moreover, the definitions (87) show that some of them are zero in
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the whole domain �, namely

N u
im(x) ≡ 0 if qm /∈ qui , N p

m (x) ≡ 0 if qm /∈ qp , N V
m (x) ≡ 0 if qm /∈ qV (89)

Furthermore, the remaining shape functions are, in fact, nonzero only on several neighboring
finite elements that share the same degree of freedom qm (and they are zero outside these
elements). This feature is effectively used in finite element programs where the integrations
are performed element by element and the results are assembled into a global matrix and vector.

The Galerkin method requires that the same shape functions are also used to approximate
the corresponding test functions:

δui (x) ≈ N u
im(x) δqm , δp(x) ≈ N p

m (x) δqm , δV (x) ≈ N V
m (x) δqm (90)

Remember that these fields of variations (or test functions) must satisfy the homogeneous
boundary conditions on the essential boundaries, i.e.

δqm = 0 on �u
p ∪ �p

a ∪ �u
e ∪ �u

pz (91)

and formally these conditions should also be satisfied by the approximations (90). However, to
derive the governing equations, first the model is treated as if there were no boundaries where
the primary dependent fields are prescribed. As a matter of fact, this is a standard approach
in finite element methods where the essential boundary conditions are applied not until the
system of discrete equations is derived.

Using the above approximations (87) and (90) for the functional (81) leads to the following
equation: (

Ãmn qn − Fm
)
δqm = 0 (92)

which must be satisfied for an arbitrary (yet admissible) set of components δqm . This yields
the following system of algebraic equations:

Ãmn qn = Fm (93)

where the governing matrix and the right-hand-side vector can be presented as assembled
contributions of piezoelectric, elastic, poroelastic and acoustic subdomains, i.e.

Ãmn = Ãpz
mn + Ãe

mn + Ãp
mn + Ãa

mn + Aa-p,e,pz
mn (94)

Fm = Fpz
m + Fe

m + Fp
m + Fa

m (95)

The obtained matrices and vectors contributing to the global system of discrete equations are
the result of integrating – over the relevant subdomains, boundaries and interfaces – the terms
approximated by the known (i.e. assumed) shape functions. The relevant integrals defining the
component matrices and vectors are presented below.

Notice that in the formula for the system governing matrix (94) there is also a contribu-
tion, Aa-p,e,pz

mn , resulting from the coupling on the interface between the acoustic subdomain
and the poroelastic and elastic (or piezoelectric) subdomains (the naturally handled coupling
between the poroelastic and elastic subdomains provides no contribution). It will be apparent
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further below that the system matrix and its first four component matrices are frequency-
dependent, while the interface–coupling matrix and the right-hand-side vector are not. There-
fore, when carrying out a frequency analysis, these latter quantities (i.e. the boundary or
interface terms resulting from the Neumann-type excitations or intersubdomain coupling) are
to be computed only once, and should be used then for any computational frequency.

The piezoelectric, elastic, poroelastic and acoustic contribution matrices of Equation (94)
are themselves composed of the following components:

Ãpz
mn = K pz

mn − ω2 Mpz
mn + Lpz

mn + Bpz
mn (96)

Ãe
mn = K e

mn − ω2 Me
mn (97)

Ãp
mn = K̃ p

mn − ω2 M̃p
mn + 1

ω2
P̃p

mn − Q̃p
mn − R̃p

mn − S̃p
mn (98)

Ãa
mn = 1

ω2
Pa

mn − Qa
mn (99)

The frequency dependence is explicitly shown in the above formulas. However, in the case
of the poroelastic subdomain matrix (98), the frequency dependence is also implicit because
the component matrices depend on some frequency-dependent parameters of porelastic mate-
rial. Moreover, the component matrices of the acoustic subdomain matrix (99) could also be
frequency-dependent, i.e. Pa

mn = P̃a
mn(ω) and Qa

mn = Q̃a
mn(ω). This happens when the acous-

tic medium is a fluid-equivalent model of a porus material with a rigid frame rather than a
simple fluid (like air). Therefore, in the case of porous materials (both with rigid and elastic
frames), the component matrices for corresponding subdomains must be recalculated for every
computational frequency, whereas in the case of piezoelectric or elastic media, or perfectly
elastic fluids, the component matrices need to be calculated only once and the correspond-
ing subdomain matrices are then simply assembled for every computational frequency using
Equations (96), (97) or (99), respectively.

The formulas and nomenclature (based on some physical interpretations) for all the com-
ponent matrices and vectors will be given below. Moreover, these submatrices and subvectors
of the discrete system will be visualized in a diagram (see Section 8.7.4 and Figure 8.3, page
299).

There are four subcomponents in the matrix (96) obtained for the piezoelectric subdomain.
They are the stiffness matrix,

K pz
mn = 1

2

∫
�pz

Cpz
i jkl

(
N u

kn|l + N u
ln|k

)
N u

im| j (100)

the mass matrix,

Mpz
mn =

∫
�pz

	pz N u
im N u

in (101)

the electric permittivity matrix,

Lpz
mn =

∫
�pz

ε
pz
ik N V

m|i N V
n|k , (102)



OTE/SPH OTE/SPH
JWBK160-08 JWBK160-Holnicki March 5, 2008 21:11 Char Count= 0

Smart Technologies in Vibroacoustics 297

and, finally, the piezoelectric coupling matrix,

Bpz
mn =

∫
�pz

epz
ki j N V

n|k N u
im| j − 1

2

∫
�pz

epz
ikl

(
N u

kn|l + N u
ln|k

)
N V

m|i

=
∫

�pz

epz
ikl

[
N V

n|i N u
km|l − 1

2

(
N u

kn|l + N u
ln|k

)
N V

m|i

]
(103)

As shown in Equation (98), six component matrices are distinguished for the poroelastic
subdomain, namely the stiffness matrix of the skeleton in vacuo,

K̃ p
mn =

∫
�p

[
μs

(
N u

in| j + N u
jn|i

)
N u

im| j + λ̃ss N u
im|i N u

jn| j

]
(104)

the mass matrix,

M̃p
mn =

∫
�p

	̃N u
im N u

in (105)

the kinetic and compressional energy matrices of the fluid phase,

P̃p
mn =

∫
�p

φ2

	̃ff

N p
m|i N

p
n|i , Q̃p

mn =
∫

�p

φ2

λ̃f

N p
m N p

n (106)

and, finally, the matrix of visco–inertial (or kinetic) coupling,

R̃p
mn =

∫
�p

φ

(
1 + 	̃sf

	̃ff

)(
N p

m|i N u
in + N p

n|i N u
im

)
(107)

and the matrix of elastic (or potential) coupling,

S̃p
mn =

∫
�p

φ

(
1 + λ̃sf

λ̃f

)(
N p

m N u
in|i + N p

n N u
im|i

)
(108)

These last two coupling matrices can be treated together since they share the same degrees of
freedom (as a matter of fact they couple the displacement degrees of freedom with the pressure
ones).

The elastic subdomain matrix (97) has two component matrices resulting from the stiffness
and inertia of the elastic medium. These stiffness and mass matrices read as follows:

K e
mn =

∫
�e

[
μe

(
N u

in| j + N u
jn|i

)
N u

im| j + λe N u
im|i N u

jn| j

]
(109)

Me
mn =

∫
�e

	e N u
im N u

in (110)
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There are also two component matrices in the case of the acoustic subdomain matrix (99),
namely the kinetic and compressional energy matrices, respectively:

Pa
mn =

∫
�a

1

	a

N p
m|i N

p
n|i , Qa

mn =
∫

�a

1

Ka

N p
m N p

n (111)

As has already been mentioned, the acoustic medium contribution to the governing ma-
trix (94) of the system (93) arises also from the interface coupling to the poroelastic and elastic
(or piezoelectric) media. The relevant interface coupling matrix is computed as

Aa-p,e,pz
mn = Aa-p

mn + Aa-e
mn + Aa-pz

mn = −
∫

�a-p,e,pz

na
i

(
N p

m N u
in + N p

n N u
im

)
(112)

Finally, the formulas for the component vectors of the right-hand-side vector (95) of the
system of equations (93) must be provided. They are

Fpz
m = Fpzt

m + FpzQ
m =

∫
�t

pz

t̂pz
i N u

im +
∫

�
Q
pz

Q̂pzN V
m

Fe
m =

∫
�t

e

t̂e
i N u

im , Fp
m = −

∫
�

p
p

p̂ ni N u
im , Fa

m =
∫

�u
a

ûa
i na

i N p
m

(113)

These vectors arise from the Neumann boundary conditions of the piezoelectric, elastic,
poroelastic and acoustic subdomains, respectively. Notice that in the case of an elastic
medium, an imposed pressure or traction results in the Neumann condition, whereas it is
a prescribed displacement in the case of an acoustic subdomain. As for the biphasic the-
ory of poroelasticity, the mixed displacement–pressure formulation renders the imposed-
pressure condition as a hybrid one, i.e. essential for the fluid phase and natural for the
solid one. The imposed-displacement condition is essential for the solid phase and nat-
urally handled by the fluid phase (thanks to the mentioned enhancement of the mixed
formulation).

8.7.4 Submatrices and Couplings in the Algebraic System

The linear algebraic system of equations (93) constitutes a discrete model of a problem in-
volving poroelastic, acoustic, elastic and piezoelectric media. Figure 8.2 presents a schematic
diagram of such a problem. The coupling interfaces as well as the boundaries for essential
and natural conditions are presented. In the case of the piezoelectric subdomain the boundary
division relevant to electrical conditions is skipped. The interface couplings of poroelastic or
acoustic media to a piezoelectric material are similar to the couplings of these media to an
elastic material but, for clearness, they are not presented.

Figure 8.3 shows a diagram of the system of algebraic equations (93) where particular sub-
matrices and subvectors are visualized. The system describes a discrete model of the considered
multiphysical problem with an optimized ordering of degrees of freedom. Different interface
couplings are manifested by the intersections of submatrices.

The two conceptual diagrams presented here (Figures 8.2 and 8.3) complete the theoretical
study of this chapter. The discrete model (93) derived using the Galerkin method is ready for
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Figure 8.2 Abstract configuration of a system made up of poroelastic, acoustic, elastic and piezoelectric

media

finite element implementation. This allowed the development of numerical tools for accurate
multiphysical modeling of active vibroacoustic problems involving poroelastic, acoustic, elas-
tic and piezoelectric media. A virtual purpose for the development of such tools is modeling of
hybrid noise attenuators (absorbers and insulators) in the form of active–passive liners, panels
or composites of complex geometry. The next sections will bring results of such modeling of
some developmental ideas and prototype designs.

in Ωpz on Γ, Q
pz

in Ωpz on Γ, t
pz

on Γe-pz

in Ω e on Γ, t
e

on Γa-e
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a

× =

Lpz Bpz
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Ke − ω2 Me

Kp − ω2 Mp˜ ˜ ˜− (Rp + Sp) ˜
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ω2
˜ ˜

1
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Pp − Qp 

Aa-p

Aa-p

Aa-e

Aa-e

qV

q u

q u

q u

q p

q p

Fpz Q

Fpz t
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Figure 8.3 Submatrices and subvectors of the global system of algebraic equations for a discrete model

of a piezo–elasto–poroelastic structure coupled to an acoustic medium
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8.8 Modeling of Poroelastic Layers with Mass Implants Improving
Acoustic Absorption

8.8.1 Motivation

Recent experimental investigations report a significant improvement in the transmission loss
of standard acoustic blankets at lower frequencies by addition of randomly placed masses to
the poroelastic layers [38]. They show that the improvements by distributed masses (implants,
inclusions) tend to be greater than those due to the mass effect alone. Therefore, there is
a growing demand for advanced modeling of porous media with distributed masses, which
should be at the same time sufficiently accurate and efficient to allow a reliable optimization of
such poroelastic composites. Moreover, such modeling would be the first step for design of a
new active composite where the vibrations of an elastic porous skeleton with distributed masses
are controlled by active implants in order to get good acoustic performance at low frequencies.

This section presents the finite element modeling and frequency analysis of passive poroe-
lastic layers with heavy solid implants, where an improvement of acoustical absorption is
observed. Biot’s theory of poroelasticity presented at the beginning of this chapter is used to
model porous material and two techniques for considering mass implants are proposed and
compared. The first technique fully uses the elasto–poroelastic subpart of the discrete model
derived in Section 8.7 and the second one proposes and justifies a minor yet effective mod-
ification in the weak formulation of the problem. Finally, important results of analysis are
presented and discussed to confirm the usefulness of further research concerning modeling
and development of poroelastic composite noise attenuators.

8.8.2 Two Approaches in Modeling Small Solid Implants

As mentioned above, to model a domain of porous layer the mixed formulation of poroelasticity
is used, while the solid implants are modeled in two ways. First, they can be very accurately
modeled as small elastic subdomains in the poroelastic domain. Then, the Galerkin finite
element model uses the following weak integral:

WFp + CIp-e + WFe = 0 (114)

where WFp and WFe are the integrals of the weak forms of poroelasticity (25) and elastic-
ity (26), respectively, whereas CIp-e is the coupling integral (62) on the interface between the
poroelastic and elastic domains. It should be remembered that the weak formWFp of the mixed
formulation of poroelasticity (25) ensures that the coupling of the poroelastic and elastic media
is naturally handled [26] (i.e. CIp-e = 0). Thus, only the continuity between the solid phase dis-
placements and the elastic subdomain displacements must be ensured, that is ui = ue

i on �p-e.
However, since the implants are small, the finite element mesh around them becomes dense and
the FE model is significantly enlarged (the poroelastic domain has four nodal degrees of free-
dom in three-dimensional models or three nodal degrees of freedom in two-dimensional mod-
els). However, the predominant effect of the solid implants (attached to the elastic skeleton of a
porous medium) is caused by their mass since they are very small though heavy (and practically
rigid) as compared to the poroelastic medium. Therefore, another approach may be proposed:
it consists in adding some adequate inertial terms directly to the weak (variational) formulation
of the poroelastic problem; thus instead of Equation (114) the following integral is used

WFp + MT = 0 where MT =
∫

�p

ω2 m ui δui (115)
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is the added (concentrated) mass term. Here m = m(x) is a (local) distribution of additional
mass added to the solid phase. In general, this approach (mathematically equivalent to
the presence of concentrated masses in the given localizations) is effective if the mass is
concentrated in points, and particularly in the nodes of the FE mesh. Thus, for a concentrated
point-mass M0 (added in the point x0), it may be formally written m(x) = M0 δ(x − x0),
where δ(.) is the Dirac delta function.

8.8.3 Acoustic Absorption of the Poroelastic Layer

The main purpose of the present analysis of poroelastic layers with solid implants is to assess
how the heavy implants influence the acoustic absorption of layers. The acoustic absorption
of a poroelastic layer fixed to a rigid wall and subject to a plane acoustic wave propagating in
the air on to the layer surface at normal incidence will be computed as follows [12]. First, the
acoustic impedance at normal incidence is determined at the interface between the poroelastic
layer and the air:

Z = p

v
where v = j ω ut

1 = j ω
[
(1 − φ) u1 + φ U1

]
(116)

Here, v is the (amplitude of) velocity of the propagating wave at the layer–air interface (con-
tinuous across this boundary), whereas p is the (amplitude of) wave pressure. Moreover, the
expression (10) for the total displacement vector of a poroelastic medium is used where the
porosity-dependent contributions of the displacements of both phases are involved. Now, the
reflection coefficient in this point is computed as follows:

R = Z − Za

Z + Za

(117)

where Za = 	a ca is the characteristic impedance of the air (	a is the air density and ca the
speed of sound). Finally, knowing the reflection coefficient, the acoustic absorption coefficient
can be determined as

A = 1 − |R|2 (118)

This final property is real-valued (unlike the reflection coefficient R and the impedance Z ,
which are complex).

8.8.4 Results of Analyses

Several finite element analyses of poroelastic layers with solid implants were carried out for
the configuration presented in Figure 8.4 (left). Poroelastic material data for two different
high-porosity polyurethane foams (termed A and B) were used for this configuration. The data
are given in Table 8.1. It can be seen that the upper part of this table provides all parameters
necessary for a much simpler model of porous material with a rigid frame. The additional
parameters from the lower part of the table are used only by the advanced poroelastic model.
Whatever the case, the data need to be completed by the parameters of the fluid in the pores.
Such data for air are given in Table 8.2

The thickness of the layer is 24 mm. At x1 = 0 mm the layer is fixed to a rigid wall, whereas
at x1 = 24 mm the plane harmonic acoustic wave propagates on to the interface between the
poroelastic layer and the air. At the depth of 4 mm from the incident surface and spaced by
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Figure 8.4 (left) A 24 mm thick layer of poroelastic foam (fixed to a rigid wall) with small steel implants

(regularly spaced steel balls or rods), with the modeled subdomain shown. (right) Solid phase (u) and total

displacements (ut) in the modeled subdomain of the poroelastic layer, with and without mass implants,

at f = 600 Hz

�x2 = 8 mm, thin steel rods are planted along the x3 axis. Two cases of rod diameters were
considered: 1.2 and 2 mm. The problem is modeled as a two-dimensional one in the x1x2

plane. Moreover, the symmetry (regularity along the x2 axis) makes it possible to model only
a rectangular slice (of width �x2 = 4 mm) of the layer comprising only a half of one implant
(see Figure 8.4).

There were two purposes of the analysis. First, the conformity between the accurately
modeled solid implants (which involves a locally denser FE mesh) and the implants considered
as additional weak mass terms was investigated. It was found that for the present configuration,
the discrepancy between both models is small enough to allow the usage of the second, simpler
model. An obvious conclusion is that the smaller the implants, the better is the conformity.
Figure 8.4 (right) presents the solid phase and total displacements of the modeled slice (for
two cases: the layer with the implants of diameter 1.2 mm and the layer without implants). The
plots are independently scaled and so are only qualitative: the imposed boundary conditions,
the presence (or absence) of mass implants, are visualized.

The second analysis consisted in determining the acoustic absorption of the poroelastic
composite. To this end, the results of the FE analysis (ut at the layer’s surface) were used

Table 8.1 Poroelastic properties of two polyurethane foams

Properties Foam A Foam B

Porosity φ 0.97 0.99

Tortuosity α∞ 2.52 1.98

Flow resistivity σ 87 kN s/m4 65 kN s/m4

Characteristic dimension of pores:

For viscous forces � 37 × 10−6m 37 × 10−6m

For thermal forces �′ 119 × 10−6m 121 × 10−6m

Solid phase mass density 	sph 31 kg/m3 16 kg/m3

Shear modulus μs 55(1+ϑ j ) kPa 18(1+ϑ j ) kPa

Loss factor ϑ 0.055 0.1

Bulk Poisson’s ratio νb 0.3 0.3
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Table 8.2 Properties of the air as an interstitial fluid for porous material and as a

simple acoustic medium (only upper part of the table)

Mass density 	a 1.225 kg/m3

Speed of sound ca 340 m/s

Bulk modulus Ka 1.42 × 105 Pa = 	a c2
a

Viscosity η 1.84 × 10−5 Pa s

Ratio of specific heats γ 1.4

Ambient mean pressure Pa 101 325 Pa

Prandtl’s number B2 0.71

by the analytical formulas for the impedance, the reflection and absorption coefficients (see
Section 8.8.3). These formulas result from a one-dimensional analysis of the plane wave prop-
agation, which is slightly violated if the solid implants are present. Therefore, the absorption
coefficient was computed at two points of the layer surface: at x2 = 0 mm and x2 = 4 mm
(see Figure 8.4, left), providing two limiting values. These values are plotted (for the range of
frequency 25–800 Hz) in Figure 8.5 as curves (a) and (b), respectively. Moreover, curves (c)
show the acoustic absorption for the homogeneous layer (i.e. no implants). The results were

0.6 (a)

Foam A. Steel rod diameter = 1.2 mm Foam A. Steel rod diameter = 2 mm

(b)
(c)

0.4

0.5

0.3

0.2

0.1

0
0 100 200 300 400 500

Frequency [Hz]

A
co

us
tic

 a
bs

or
pt

io
n

600 700 800

Foam B. Steel rod diameter = 1.2 mm

0.4

0.5

0.3

0.2

0.1

0
0 100 200 300 400 500

Frequency [Hz]

A
co

us
tic

 a
bs

or
pt

io
n

600 700 800

(a)
(b)
(c)

Foam B. Steel rod diameter = 2 mm

0.4

0.5

0.3

0.2

0.1

0
0 100 200 300 400 500

Frequency [Hz]

A
co

us
tic

 a
bs

or
pt

io
n

600 700 800

(a)
(b)
(c)

0.6 (a)
(b)
(c)

0.4

0.5

0.3

0.2

0.1

0
0 100 200 300 400 500

Frequency [Hz]

A
co

us
tic

 a
bs

or
pt

io
n

600 700 800

Figure 8.5 The acoustic absorption of the composite poroelastic layers at x1 = 24 mm: (a) x2 = 0 mm

(facing a rod) or (b) x2 = 4 mm (between two rods). Also, (c) the absorption of the (homogeneous) layers

with no implants. The frequency range f = 25–800 Hz.
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obtained for both versions of the poroelastic data: foam A (upper graphs) and foam B (lower
graphs); and for both versions of the steel rod diameter: 1.2 mm (left graphs) and 2 mm (right
graphs). Notice that in this latter case, the implant mass is 2.78 times greater than in the case
of thinner rods.

Although the choice of configuration and materials was quite arbitrary, the following obser-
vations should prove to be general:

� The presence of mass implants significantly increases the acoustic absorption of porous
layers (especially in the medium frequency).� There is a lower frequency range, however, where the presence of implants deteriorate the
absorption.� This effect is significantly reduced if the implant mass is bigger; moreover, the range is then
narrowed and shifted to even lower frequencies.� Below this range (i.e. for very low frequencies) the mass implants have no noticeable effect
(there is the same very poor performance of acoustic absorption).

8.8.5 Concluding Remarks

Layers of porous material with heavy solid implants may be modeled as poroelastic media
with adequate point masses if the implants are very small (and sufficiently heavy). Such an
approach should be very efficient for the optimization of composite configuration where the
influence of the distribution of masses for the acoustic absorption of layers is analysed.

The presence of mass implants may significantly increase the acoustic absorption of porous
layers, especially at medium frequency. It seems that the improvement by distributed masses
(implants) may be greater than the one due to the mass effect alone (i.e. by a thin, heavy layer).
Therefore, more numerical tests where this influence is analysed should be carried out.

In the lower frequency range the passive vibroacoustic attenuation by mass implants ceases
to work and an active approach to the problem proves to be necessary. However, it seems that
the most promising concept should combine active implants, distributed masses and possibly
other solid implants; i.e. it should create an active poroelastic composite able to dissipate
significantly the energy of acoustic waves also at low frequencies (where it should rely on an
active control), whereas in the high- and medium-frequency range an excellent passive acoustic
absorption would be guaranteed due to the designed absorbing properties of the poroelastic
composite.

8.9 Designs of Active Elastoporoelastic Panels

8.9.1 Introduction

Accurate numerical tools developed on the basis of the model derived in Section 8.7 have
been recently applied for modeling the multilayered panels that are widely used for limiting
the transmission of acoustic waves. The panels are usually sandwiched structures made up
of two elastic faceplates and a core of porous material. Passive panels are efficient enough at
medium and high frequencies but exhibit a lack of performance at low frequency. To cope with
this problem, the hybrid active–passive approach is applied: piezoelectric patches are added
to the panel and behave as a secondary vibrational source, interfering with the low-frequency
disturbance propagating in the panel [7,9]. Exact (though preliminary) modeling and analysis
of such active sandwich panels were presented in References [7] to [9]. The panels were
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subjected to harmonic excitations modeled as a directly applied uniform pressure. The design
of panels and the final qualitative results of the analysis will be briefly described in this section.

Another design of an active panel made up of a single elastic plate and a layer of poroelastic
material will also be presented (see Section 8.9.3). This model will be thoroughly examined
in Section 8.10 (an abridged discussion of preliminary investigations can also be found in
Reference [11]). An important interaction of the panel with an acoustic medium (the air) will
also be taken into account. The panel is active because piezoelectric patches are fixed to the
elastic faceplate and form a piezo-actuator, which can be used to affect the bending vibrations
of the faceplate; in this way, the vibroacoustic transmission through the panel can be controlled.
In Section 8.10 the final accurate modeling of the entire hybrid panel and the results of relevant
frequency analyses concerning the panel design are given. Finally, numerical testing of active
and passive behaviour of the panel is performed.

8.9.2 Active Sandwich Panel

In Reference [7] a model of a prototype sandwich panel made up of two elastic faceplates and
a poroelastic core was investigated. The panel is active, so an antisymmetric piezo-actuator
composed of two co-located piezoelectric wafer elements is mounted on one of the elastic
faceplates, which is termed the active faceplate. Both elastic faceplates are simply-supported.
As a matter of fact, the whole prototype is a small cell of panel but larger panel surfaces can
be obtained by juxtaposing the cells. Figure 8.6 presents the assembly and finite element mesh
of one quarter of the panel cell, where advantage was taken of the symmetry by applying
appropriate boundary conditions on the lateral faces.

The panel is subjected to a uniform pressure excitation (acting on the passive faceplate)
and the bending vibrations of the active faceplate can also be excited by voltage applied to

Figure 8.6 FE model of one quarter of an active sandwich panel
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Figure 8.7 Results of (a) uncontrolled, (b) controlled and (c) passively reduced vibroacoustic trans-

mission by the sandwich panel

the electrodes of the piezoelectric actuator to control low-frequency vibrations. Now, the prin-
ciple of active reduction of vibroacoustic transmission by the active sandwich panel can be
explained as follows. An incident acoustic wave propagates on to the passive faceplate. The
wave is reflected and partially transmitted through the panel. The low-frequency (component
of) acoustic wave is almost completely transmitted by the panel (see Figure 8.7(a)), whereas
the transmission of high-frequency (component of) noise is passively reduced by the layer
of poroelastic material (see Figure 8.7(c)). To reduce the vibroacoustic transmission of low-
frequency (components of) noise, the piezoelectric actuator is used, counterexciting the panel
vibrations, so that the normal displacements of the active faceplate are minimized (see Fig-
ure 8.7(b)), which means a reduction in the energy of the transmitted wave. A piezoelectric
PVDF sensor, or even the piezoelectric actuator itself, can be used to measure the deflection
of the active plate, enabling the active behavior of the panel to be controlled.

8.9.3 Active Single-Plate Panel

Another configuration of an active elastoporoelastic panel will be discussed at length in this
section. It can be termed an active single-plate (or semi-sandwich) panel since it consists of:

� a single elastic plate;� a poroelastic layer glued to the side of the plate exposed to noise;� a piezoelectric actuator fixed to the elastic plate.

The investigations of such an assembly of a panel were presented in References [11] and [39].
As in the case of a sandwich panel, the proposed prototype is a small cell of an active single-
plate panel so that larger panel surfaces are obtained by juxtaposing the panel cells. Besides
being an active barrier limiting the transmission of acoustic waves, such a panel should also
absorb the noise to some extent. Another important merit of the single-plate panel is that it
will be nearly two times lighter than the similar sandwich panel.

A thorough examination of individual components of the panel and numerical tests of its
behavior will be presented in the next section, so a complete description of its geometry and
the material data of components are given below. The modeling of the panel will assume that
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Figure 8.8 Dimensions of the system composed of a cell of the active elasto–poroelastic panel and

acoustic medium waveguide, and the finite element mesh of the 1/8-slice model (a different brick element

mesh was used for the full model of a system composed of the elastic plate and the 50 mm long acoustic

waveguide; see, for example, Figure 8.9(d) below)

the poroelastic layer is coupled to a fragment of acoustic medium (air waveguide), which is
subjected to an acoustic pressure excitation and transfers this excitation on to the panel. The
assembly of the panel, as well as the finite element mesh of a modeled fragment of the system
composed of the panel and the waveguide, are presented in Figure 8.8. Only a slice of the
whole assembly is modeled after giving proper consideration to all possible symmetries.

The in-plane dimensions of the cell of the panel are 80 mm × 80 mm and the total thickness
is 12.8 mm, where 0.8 mm is the thickness of the plate and 12 mm stands for the thickness of the
poroelastic layer (see Figure 8.8). The plate of the panel cell is simply-supported. The elastic
material of the plate is aluminum (Ee = 70 × 109 N/m2, νe = 0.33 and 	e = 2700 kg/m3) and
the poroelastic layer is made of a polyurethane foam with material properties given in Table 8.1
(foam A). The pores are filled with air. Table 8.2 gives all the necessary data for the air as the
interstitial fluid and thus completes the material data for the elastic foam with air in the pores.
The acoustic medium is a 80 mm × 80 mm × 38 mm waveguide of the air (the relevant material
properties are in the upper part of Table 8.2). In the cases examined below, where only the
aluminum plate or layer is analysed (i.e. with no poroelastic layer), the length of the acoustic
waveguide is augmented by the thickness of the poroelastic layer and amounts to 50 mm.

In the complete assembly of the panel, piezoelectric transducers (0.5 mm thick) are glued
to the upper surface of the elastic plate. They are through-thickness polarized so they stretch
significantly in their plane when a voltage is applied to the electrodes, in this way inducing
a bending deformation of the plate. The material of piezoelectric wafers is the transversely
isotropic PZT4 ceramic, with data presented in Table 8.3. The material constants are given
according to the contracted notation used in Section 8.4.3.
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Table 8.3 Material properties of (transversally isotropic) PZT4 ceramic (mass

density ρpz = 7500 kg/m3, ε0 = 8.854 × 10−12 F/M)

Elastic constants GPa

Ĉpz
11 = Ĉpz

22 107.60

Ĉpz
12 63.12

Ĉpz
13 = Ĉpz

23 63.85

Ĉpz
33 100.40

Ĉpz
44 = Ĉpz

55 19.62

Ĉpz
66 = 1

2

(
Ĉpz

11 − Ĉpz
12

)
22.24

Piezoelectric C/m2

êpz
15 = êpz

24 12.0

êpz
31 = êpz

32 −9.6

êpz
33 15.1

Dielectric ε0

ε
pz
11 = ε

pz
22 1936

ε
pz
33 2109

Several configurations of piezoelectric transducers were checked, for example:

� one square patch 30 mm × 30 mm in the center of the upper side of the plate;� four square patches of 10 mm × 10 mm fixed symmetrically around the center of the plate
(as shown in Figure 8.8).

In the latter configuration it is assumed that the transducers are to be excited simultaneously
by the same voltage, so they act in the same way on the plate and form one multipatch piezo-
actuator. This approach gave a better performance (a bigger deflection of the center of the plate
and a better deformation shape) using less piezoelectric material so it was used in the later
analysis. Another effective configuration can be triangularly shaped piezoelectric actuators for
vibroacoustic control systems, proposed in Reference [40].

8.10 Modeling and Analysis of an Active Single-Plate Panel

8.10.1 Kinds and Purposes of Numerical Tests

Several numerical tests concerning the modeling and design of particular components or the
whole assembly of a panel cell were carried out. In some of them the panel or (only) the elastic
plate is coupled to the acoustic medium (i.e. the air waveguide). Some of the finite element
tests were matched with the corresponding analytical solutions. Three kinds of tests can be
distinguished:

� Plate tests (eigenvalue and frequency-response analyses) are used to identify elastic plate
resonances and to discover a specific resonance of the coupled system of the elastic plate
and acoustic medium waveguide.� Multilayer tests (analytical one-dimensional frequency-response analyses of multilayered
media) are used to confirm the coupled resonance and to select the thickness and material of
the poroelastic layer.� Panel tests (frequency-response and single-frequency FE analyses) are used to test active
and passive behavior (performance) of the panel.
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The frequency responses were analyzed for a wide spectrum: up to 4500 Hz in the case of the
panel components and up to 3500 Hz for the whole assembly of the panel.

8.10.2 Plate Tests

Figure 8.9 presents the results of modeling the elastic plate and its coupling with the acoustic
medium. The frequency-response analyses for the following problems were performed:

� The plate was subjected to a concentrated force applied at the point (80 mm/4, 80 mm/4).
The purpose of this analytical frequency-response solution is to reveal all resonances for all
natural frequencies present in the considered spectrum (Figure 8.9(a)).� The plate was subjected directly to a uniform pressure excitation (analytical and numerical
solutions) (Figure 8.9(b) and (c)).� The FE model of the plate coupled with the acoustic medium (the air) is subjected to a
uniform acoustic pressure excitation (Figure 8.9(d)).

(a) 2D analytic (b) 2D analytic (c) 3D FEM (d) 3D FEM

Figure 8.9 Results of the frequency analyses of: (a) the plate subjected to a concentrated force (analytical

solution), (b,c) the plate subjected (directly) to the uniform pressure – analytical and FE solutions (the

curves overlap), (d) the three-dimensional FE model of the plate coupled with the acoustic medium

subjected to the excitation of uniform pressure, inducing a plane acoustic wave in the waveguide in the

direction perpendicular to the plate
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Table 8.4 Natural frequencies of the elastic plate: analytical and FE solutions (forms of deformation

for the resonances (a) to (e) are shown in Figure 8.10)

Frequency (Hz)

Number Resonance Mode Analytic Numeric Error (%)

1 (a) (1,1) 611 611 0.00

2, 3 (b) (1,2) (2,1) 1529 1528 0.07

4 (c) (2,2) 2446 2442 0.16

5, 6 (d) (1,3) (3,1) 3057 3070 0.43

7, 8 (e) (2,3) (3,2) 3975 3979 0.10

9, 10 (1,4) (4,1) 5197 5292 1.83

11 (3,3) 5503 5505 0.04

12, 13 (2,4) (4,2) 6115 6187 1.18

In all the analyses the computed response was the maximum absolute value of the normal
displacements (deflection) of the plate divided by the result obtained for the static case; for
the problems with direct excitation (curves (a), (b) and (c) in Figure 8.9), this static solution
was in fact identical. The presented results show that it is important to take into consideration
the acoustic–elastic coupling (rather than applying the acoustic pressure directly), since a new
‘coupled’ resonance appears at 1735 Hz (Figure 8.9, curve (d)).

The numerical model of the plate is three-dimensional since the complete assembly of the
hybrid panel also consists of the piezo-actuator, which produces bending deformation of the
plate; in this case, only three-dimensional modeling of piezoelectric effects and the plate is
suitable. The three-dimensional FE model of the plate was chosen to be a regular 5×5×1
brick element mesh with cubic shape functions to approximate the displacement fields. An
excellent conformity of at least the first eight natural frequencies is achieved for this FE model
(with the error from 0 to less than 0.5 %). To check this, a relevant eigenvalue problem was
solved: see Table 8.4 for analytical and numerical results and Figure 8.10 for the deformation

(a) 611 Hz, mode: (1,1) (b) 1529 Hz, mode: (1,2)+(2,1)

(d) 3057 Hz, mode: (1,3)+(3,1) (e) 3075 Hz, mode: (2,3)+(3,2)

(c) 2446 Hz, mode: (2,2)

Figure 8.10 Five resonance deformations of the elastic plate. Since the plate is rectangular, some of the

deformations are combinations of two relevant eigenmodes. Notice that (b), (c) and (e) are antisymmetric

deformations
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(a) Plate resonance: 610 Hz (b) Coupled resonance: 1730 Hz (c) Plate resonance: 3060 Hz
max

Ωa
|pa| = 1 .00 Pa max

Ωa
|pa| = 717 Pa >> 1 Pa max

Ωa
|pa| = 4 .19 Pa

Figure 8.11 Three resonances of the coupled system of the elastic plate and acoustic waveguide (sub-

jected to a time-harmonic pressure excitation of the amplitude of 1 Pa): (a,c) two plate resonances (the

plate deflections tend to increase infinitely), (b) the coupled resonance of the whole system (not only the

plate deflections but also the pressure pa in the acoustic medium �a increase greatly).

shapes of the first five resonances. This is also confirmed by the frequency analysis (see curves
(b) and (c) in Figure 8.9). It was checked that, for much denser meshes but using quadratic
shape functions, this conformity is inferior. The comparison of the frequency analysis with the
eigenproblem solution illustrates the fact that in the case of uniformly distributed loading, the
resonances which cause antisymmetric modes of deformation are blocked (only symmetric-
shape resonances, at 611 and 3057 Hz, appear in the relevant curve (b) of Figure 8.9). This is
an important observation since the case of uniform loading applies to the examined problem
of the small cell of the acoustic panel.

The acoustic medium waveguide (the air-gap) was modeled as a regular 5×5×5 brick
element mesh with quadratic shape functions used to approximate the acoustic pressure field.
The length of the waveguide is 50 mm and for the highest frequency considered (i.e. 4500 Hz)
the acoustic wavelength equals 76 mm. This is several times more than 10 mm, which is the
size of the waveguide finite element. Figure 8.11 shows the three resonances of the coupled
system of the elastic plate and acoustic waveguide: the two (pure) plate resonances are at
approximately 610 Hz (a) and 3060 Hz (c), and the coupled resonance of the elastic plate and
acoustic cavity at approximately 1730 Hz (b). It should be noted that, in the latter case, not
only the amplitude of maximal deflections of plate but also the amplitude of pressure in the
acoustic waveguide tend to increase significantly at this resonance frequency of the coupled
system.

8.10.3 Multilayer Analysis

Figure 8.12 shows the results obtained analytically for one-dimensional problems of wave
propagation in multilayered media. Two configurations were examined:

� The two-layered medium has an acoustic layer of thickness of 50 mm coupled with a 0.8 mm
thick layer of aluminum (Figure 8.12(a)).� The three-layered medium has 38 mm of acoustic layer +12 mm of poroelastic layer
+0.8 mm of aluminum (Figure 8.12(b)).

It should be noted that the total thickness for both configurations is the same. The excitation
was a harmonic unit acoustic pressure applied on the acoustic layer and the results are the
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(a) 1D analytic (b) 1D analytic (c) 3D FEM

Figure 8.12 Frequency analyses: (a) the results of a one-dimensional (analytical) analysis of a two-

layered medium composed of air (50 mm) and aluminum (0.8 mm); (b) the results of a one-dimensional

(analytical) analysis of a three-layered medium composed of air (38 mm), poroelastic material (12 mm)

and aluminum (0.8 mm); (c) the same results as presented in Figure 8.9(d) but here 1 m is used as the

reference for the logarithmic scale (the pressure amplitude was equal to 1 Pa)

amplitudes of displacements of the thin aluminum layer (1 m was used as a reference for the
logarithmic scale). For comparison, the results obtained from the FE analysis of the aluminum
plate coupled with the acoustic medium are recalled as curve (c) in Figure 8.12.

It can be seen that, in the case of one-dimensional multilayered solutions there is only
one (coupled) resonance of the whole system. It was displayed for 1735 Hz, which almost
exactly agrees with 1730 Hz of the coupled resonance of the three-dimensional FE model
of the plate and acoustic medium; the small discrepancy may be, due to the fact that the
analytical frequency-response analyses of multilayered media were carried out with a step
of 5 Hz, whereas in the case of FE models, the computational frequencies were taken every
10 Hz. Thus, the coupled nature of this resonance is excellently confirmed. However, an even
more important result is obtained when analysing the three-layered medium: the resonance is
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significantly attenuated by adding a well-chosen layer of poroelastic material (apart from the
chosen one, two other foams and different thicknesses were tried). Though desirable damping
properties of the poroelastic layer are revealed owing to this simple one-dimensional analysis, it
cannot be stated how they affect the resonances relevant for the plate. To check this, a complete
three-dimensional FE model must be analysed.

8.10.4 Analysis of Passive Behavior of the Panel

Figure 8.13 presents the frequency analysis for the plate linked with the poroelastic layer
coupled to the acoustic medium. This time the piezoelectric patches are present but they are
passive (the only effect is some locally added mass and stiffness). As a matter of fact, an
analysis of the panel without patches was also carried out, but those results are not given here
because they are similar and the conclusions are identical to the ones presented below.

(a) ED FEM (b) 3D FEM (1/8 slice)

Figure 8.13 Frequency analyses: (a) the same curve as in Figure 8.9(d); (b) the results of the FE analysis

of the complete assembly of the panel, i.e. the simply-supported plate (with passive piezo-patches) merged

with the poroelastic layer connected to the acoustic medium (the limited 1/8-slice model was used)
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On account of a considerable numerical cost, only one-eight of the active elasto–poroelastic
panel was modeled (see Figure 8.8) by taking full advantage of the symmetries (suitable
boundary conditions were imposed on the relevant lateral faces of the slice). This is a standard
approach in statics but it might not be the completely right approach to use in dynamics (since
antisymmetric modes cannot be represented). However, it is perfectly acceptable in this partic-
ular case of excitation by a uniformly distributed acoustical pressure where the contribution of
antisymmetric modes tends to be insignificant, which can be seen from the frequency analysis
of the simply-supported elastic plate subject to uniform pressure (see Figure 8.9(b)), collated
with the solution of the eigenproblem for this plate (see Figure 8.10 to identify symmetric
and antisymmetric modes of deformation). Figure 8.8 presents the FE mesh of this limited
model: it is composed of parallelepiped elements with triangular bases. This time, for the
poroelastic layer and acoustic medium, as well as for the elastic plate and the piezoelectric
patch, the quadratic shape functions were used for all the dependent variables. The plate and
the piezo-patch are very thin and were discretized with one layer of elements each, whereas
for the 38 mm layer of the acoustic medium four layers of mesh elements were used and for
the 12 mm layer of the poroelastic material two layers. This seems to ensure a sufficient con-
vergence since this time the highest computational frequency was only 3500 Hz and for this
frequency the wavelength in the air is 98 mm, while the shortest wavelength in the poroelastic
medium is the shear wave with length equal to 12 mm.

Figure 8.13 compares the obtained results of the frequency analysis of passive behavior of
the panel, i.e. the maximal amplitudes of the elastic plate deflections, with the results (pre-
sented already in Figures 8.9 and 8.12) of the FE analysis of the plate interacting directly
with the acoustic medium. The static solution for this latter problem is the reference value for
the logarithmic scale. The total thickness is the same for both configurations (providing that
the thickness of piezoelectric patches is not considered). Notice that now the resonances for
the active elasto–poroelastic panel are slightly shifted because of the locally added stiffness
and mass of the piezoelectric patches. The most important observation is that the coupled
resonance (now approximately 1600 Hz) and the higher resonance of the simply-supported
plate (now approximately 3080 Hz) are attenuated when the poroelectric layer is present. On
the contrary, the low-frequency resonance of the plate (the first eigenfrequency, now approxi-
mately 630 Hz) is fully manifested. For this lower frequency, an active control of vibrations is
necessary.

Passive reduction of vibroacoustic transmission for the (‘coupled resonance’) frequency of
1610 Hz is presented in Figure 8.14. The deformations and amplitudes of vertical displacements
are shown for the three following cases:

(a) the displacements of the elastic faceplate and the total displacements of the poroelastic
layer

(b) the displacements of the elastic faceplate and of the fluid phase of the poroelastic layer;
(c) the displacements of the fluid phase of the poroelastic layer and of the acoustic medium.

In all three plots the same deformation scaling factor was used, but since the plate and solid
phase deformations are hardly visible, an additional plot is given where the displacements
of the plate and solid phase are rescaled 10 times. The amplitude of acoustic pressure of
the exciting wave was 1 Pa (the system is linear, so for another value the results would be
proportionally scaled). The maximal amplitude of normal (vertical) displacements of the fluid
phase equals approximately 1.2 × 10−6 m and the maximal amplitude of vertical displacements
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Deformations and amplitude of vertical displacements:

(a) plate and total
displacements

(b) plate and solid
phase

(c) fluid phase and
acoustic medium

Figure 8.14 Passive reduction of vibroacoustic transmission ( f = 1610 Hz)

in the acoustic waveguide is almost 2.6 × 10−6 m, whereas the maximal deflection of the elastic
plate is much less and reaches 8 × 10−8 m. Notice also that the vibrations of the solid phase
of the poroelastic layer are in antiphase to the wave propagating in the fluid phase (or in the
air in the pores). The incident acoustic wave of this frequency is very poorly transmitted by
the panel: its energy is dissipated by the poroelastic layer.

8.10.5 Test of Active Behavior of the Panel

The purpose of the test of active behavior of the panel is to determine the voltage excitation
necessary for active reduction of vibroacoustic transmission and to check how it works by
performing the vibroacoustic analysis with control. Harmonic steady-state analysis will be
used for the test. However, since the problem is perfectly linear, the results obtained for
different frequencies can be superposed. In practice, transient or multifrequency vibrations
can be controlled by applying an appropriate signal to the piezoelectric actuator. Nevertheless,
single frequency signals may also be used to control some predominant spectral components
of vibrations.

Remember that the complete system considered here is composed of the active elasto–
poroelastic panel and the waveguide of the acoustic medium. A plane (harmonic) acoustic wave
propagates in the waveguide on to the poroelastic layer of the single-plate panel. The wave
may be attenuated by the dissipative poroelastic layer, and partially reflected and transmitted
through the panel. It has been shown in the previous section that for higher frequencies,
the passive reduction of vibroacoustic transmission by poroelastic material is sufficient: the
coupled resonance and the plate resonance around the higher eigenfrequency are well damped
(see Figure 8.13). Nevertheless, the resonance vibrations at the first eigenfrequency of the plate
are not attenuated and an active treatment must be applied with the use of the piezoelectric
actuator.
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8.10.5.1 Test Procedure

To examine the active reduction of vibroacoustic transmission, first, two single-frequency FE
analyses must be carried out for different types of excitation:

� p analysis: a (unit) acoustic pressure excites the panel through the acoustic medium (the
piezoelectric actuator is passive).� V analysis: a (unit) voltage is applied on to the piezoelectric transducers (the zero pressure
or air-impedance boundary condition is applied on to the acoustic medium).

In both cases, the deflection of the elastic plate, w, is computed to provide results necessary
for further calculation. For this purpose the following quantities are defined:

wp
def= w

( p̂ �=0 , V̂ =0)
plate centre

p̂
(m/Pa) , wV

def= w
( p̂=0 , V̂ �=0)
plate centre

V̂
(m/V) (119)

describing how the deflection in the center of the elastic plate depends on the harmonic excita-
tion by acoustic pressure p̂ or by voltage V̂ , respectively. The deflections are from steady-state
responses for the same harmonic frequency f ; obviously, the values p̂ and V̂ are the amplitudes
of harmonic excitations.

Now, since the analysis is linear, the superposition principle can be used to calculate the
deflection in the center of the plate for any given harmonic pressure, p̂, and voltage, V̂ ,
simultaneously exiting the panel:

wplate centre = wp p̂ + wV V̂ (120)

For any low-frequency acoustic pressure excitation the largest deflection of the faceplate of
the panel is always in the center. Therefore, a low vibroacoustic transmission is achieved if the
deflection in the centre is small. This deflection can be used as a control parameter (measured
by a sensor).

The piezoelectric actuator is designed to induce a similar shape of plate deformation as
the one caused by the acoustic pressure excitation. Therefore, the ‘transmission-controlling’
voltage that should be applied to the piezo-actuator can be computed by requiring only that
the deflection in the plate centre should equal zero, i.e.

wplate centre = 0 −→ V̂ = − wp

wV
p̂ = α p̂ (121)

Here, a control coefficient is defined as

α
def= − wp

wV
(V/Pa) (122)

Now, the final harmonic analysis can be performed to complete the test.

� α analysis: the panel is simultaneously excited by the acoustic pressure p̂ and by the ‘con-
trolling’ voltage V̂ = α p̂ .
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The correct result of this analysis is that for any amplitude of acoustic pressure p̂

|wp,α| def=
∣∣∣∣∣∣w

( p̂ �=0 , V̂ =α p̂)
plate centre

p̂

∣∣∣∣∣∣ (m/Pa) ≈ 0 
 |wp| (123)

and in general:

max
∣∣∣w( p̂ �=0 , V̂ =α p̂)

whole plate

∣∣∣ 
 |wp p̂| (124)

which means that the vibrations of the elastic faceplate are reduced and so the vibroacoustic
transmission is minimized. Obviously, the validity of the last inequality depends also on the
form of vibrations excited by the piezoelectric actuator.

8.10.5.2 Results of the Test

Figures 8.15 and 8.16 illustrate the first two steps of the vibroacoustic control test (the p analysis
and V analysis) performed for the (first resonance) frequency, f = 630 Hz. The deformations
and amplitudes of vertical displacements are shown for the same three cases as in Figure 8.14.
The same primary deformation scaling factor as in Figure 8.14 was also used for all the plots
in Figures 8.15 and 8.16.

Figure 8.15 showing the uncontrolled vibrations of the system confirms that for this reso-
nance frequency there is a considerable vibroacoustic transmission through the panel (possi-
bly that even augmented by the resonance vibrations of the plate). Notice that the maximal
amplitudes of the plate and solid phase displacements are almost identical with the amplitudes
of the fluid phase.

The plots in Figure 8.16 are very similar to the ones in Figure 8.15. They are, however,
slightly different. The similarity results from the intended design of the piezoelectric actuator:
the static or low-frequency bending deformations of the faceplate excited by the actuator should

Deformations and amplitude of vertical displacements (p-analysis):

(a) plate and total
displacements

(b) plate and solid
phase

(c) fluid phase and
acoustic medium

[
m
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] [
m
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Figure 8.15 Uncontrolled vibrations for the unit acoustic pressure excitation ( f = 630 Hz)
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Deformations and amplitude of vertical displacements (V -analysis):

(a) plate and total
displacements

(b) plate and solid
phase

(c) fluid phase and
acoustic medium

106 106

[
m

][
m

]
106

[
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]
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Figure 8.16 Vibrations for the unit voltage excitation ( f = 630 Hz). (These plots are different though

very similar to the ones presented in Figure 8.15)

be similar in shape to the deformation caused by the low-frequency acoustic pressure wave.
This purpose is certainly achieved by the four symmetrically situated piezo-transducers (one
piezo-patch set in the centre of the plate gave a worse bending shape).

Figure 8.17 presents the result of the α analysis, i.e. the same kind of deformations and
amplitudes as in Figures 8.14 to 8.16, but for the system under the simultaneous excitation
by the unit acoustic pressure and the adequate ‘controlling’ voltage (computed in the two
previous analyses). This time, the deformations and vertical displacement amplitudes for the
plate and the solid phase of the poroelastic layer are significantly smaller. Even the fluid phase
and (consequently) the total displacements of the panel are smaller than those in the case
of uncontrolled vibrations. Therefore, the plots in Figure 8.17 are presented in two versions
regarding the magnitude of the deformation scale:� (upper row) the same deformation scale as in Figures 8.14 to 8.16;� (lower row) the deformation scaling factor is 10 or even 50 times greater than the one used

for the plots in the upper row.

The 50 times re-scaled (middle) plot (b) in the lower row shows that the requirement used for
the ‘controlling’ voltage computation is satisfied: the normal displacement in the central point
of the elastic faceplate looks like being fixed, though it is only set in this zero position by the
simultaneous action of the actuator and acoustic pressure wave. The remaining plots show that
this entails a big reduction in deflection at other points of the plate. Thus, a very good reduction
of vibroacoustic transmission achieved with the use of a piezo-actuator is confirmed.

8.10.6 Concluding Remarks

The results obtained from the frequency analyses of the semi-sandwich panel and its compo-
nents allow the following conclusions to be drawn:� The modelling of the interaction between the panel and the air is important because some

acoustic–elastic coupling resonances may occur.



OTE/SPH OTE/SPH
JWBK160-08 JWBK160-Holnicki March 5, 2008 21:11 Char Count= 0

Smart Technologies in Vibroacoustics 319

Figure 8.17 Vibroacoustic transmission actively reduced ( f = 630 Hz): the controlled vibrations for

the simultaneous excitation by the unit pressure and adequate ‘controlling’ voltage. The corresponding

plots shown in the upper and lower rows differ only in the scaling of deformations

� The poroelastic layer should be designed to attenuate high- and medium-frequency reso-
nances and vibroacoustic transmission.� The low-frequency transmission and resonance(s), especially around the first eigenfrequency
of the elastic faceplate of the panel, require an active attenuation with the help of a piezo-
actuator.

Moreover, these results, together with the analysis of active vibracoustic control, permit the
conclusion to be made that the proposed model of the semi-sandwich panel should work
properly for a wide frequency range as an efficient active–passive reducer of vibroacoustic
transmission and also as an absorber of high-frequency noise. Nevertheless, a further and more
advanced design consisting in some kind of parametric survey and configuration optimization
must be performed with special attention paid to:� a proper choice of poroelastic material and its thickness (for passive attenuation);� an optimal design of a piezoelectric actuator and its localization (for active control).

Additional requirements are obvious: the panel should be light and thin, the piezoelectric
actuator small.
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Acoustic absorption, 301, 303

coefficient, 301

Acoustic impedance, 301

Acoustic medium, 285

boundary conditions, 286

boundary integral, 286

compressional energy matrix, 298

coupling to elastic media, see interface

coupling, acoustic–elastic, 290

coupling to poroelastic media, see
interface coupling,

poroelastic–acoustic, 289

kinetic energy matrix, 298

weak form, 285

Acoustic reflection coefficient, 301

Active spring (detachable), 252, 255

Adaptive

airbag, 201

road barrier, 188

structures, 2, 6, 215, 232

Adaptive impact absorption (AIA), 2, 6, 105, 153,

187, 203, 211, 215, 232, 241

Adaptive inflatable structure (AIS), 153, 187

Adaptive Landing Gear (ALG), 166

Airbag deployment, 188

Ambient excitation, 37

operational modal analysis (OMA), 39

operational modal analysis with eXogenous

input (OMAX), 39

Artificial intelligence (soft computing), 2, 5, 38

case-based reasoning (CBR), 5, 38

genetic algorithms, 2

machine learning and pattern recognition,

38, 106, 107

neural networks, 2, 38

Average crushing force, 203, 207

Beam

Bernoulli, 41, 53

layered, 252, 257

Timoshenko, 53

Betti’s mutual work principle, 17

Black-box, 105, 132

Compensative

charge, 72

forces, 16, 17

Composite noise attenuators, 270

panels, see elasto–poroelastic panels,

304

poroelastic layers with mass implants, 300,

302

Composites, 52

Condition

continuity, 17, 69, 87–89

equilibrium, 16, 69, 87–89

Control

closed-loop, 262

semi-active, 251, 263

strategy, 160, 191, 233, 238, 251

Control strategy, 154, 158, 162, 174

active, 154, 158, 174, 195, 197
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Control strategy (Continued)

passive, 154, 174

semi-active, 154, 158, 174, 194, 196

Control system, 167, 211

Controlled release of pressure, 188, 191, 193

Controller, 7

field programmable gate array (FPGA), 8,

186

programmable automation controller (PAC), 8

programmable logic controller (PLC), 7

Crash stiffness reduction, 207

Crashworthiness, 2, 215

Damage identification

beam, 41

experimental verification, 48

frequency domain (VDM-F), 39, 45

problem formulation, 42

random noise, 46

stiffness/mass modification, 40

time domain (VDM-T), 39, 47

truss, 45

Decision support system (DSS), 5

Delamination, 252, 263

contact layer, 54

control, 257

experimental verification, 58, 64

identification, 62, 66

modeling, 53, 56, 58

Dissipative process, 251

Distortion

electrical current, 90

force, 217–219, 223, 242

impulse force, 23

impulse virtual (strain), 23

plastic, 19, 134, 164, 223

pressure head, 72

states for nontruss structures, 41, 217

virtual (strain), 15, 217–219, 223, 242, 260

Docking facility/operation, 192, 195

Duhamel’s integral, 25

Einstein’s summation convention, 15, 38, 217

Elastic wave propagation, 38

Elasticity, 280

boundary conditions, 281

boundary integral, 281

constitutive relations (Hooke’s law), 280, 281

coupling to acoustic media, see interface

coupling, acoustic–elastic, 290

coupling to poroelastic media, see interface

coupling, poroelastic–elastic, 288

Lamé coefficients, 281

mass matrix, 298

stiffness matrix, 298

weak form, 280

Elasto poroelastic panels, 304

active behavior, 315

passive behavior, 313

piezoelectric actuators, 305, 308

single-plate panel, 306, 308

sandwich panel, 305

Electrical circuit

magnetic, 184

Electrical circuits, 85

AC analysis, 88

conductance modification, 90

DC analysis, 87

defect identification, 95, 96

transient analysis, 88

Emergency crash, 199

Energy-absorbing system (structure), 155, 205

Energy dissipator, see structural, fuse, 6

Equivalence

element forces, 18, 218, 243

inertia forces, 27, 218, 224

Experimental verification

damage identification, 48

delamination, 58, 64

impact absorption, 159, 208

PAR strategy, 262

Finite difference method (FDM), 221, 222, 232

Finite element method (FEM), 16, 25

Fluid phase of poroelastic medium, 272

compressional energy matrix, 298

displacements, 273, 276

kinetic energy matrix, 298

partial stress tensor, 274, 275

Fluid–structure interaction, 188

Folding mode, 157, 160, 205

Fredholm integral equations of the first kind, 136

ill-conditioning, 137

Frequency domain, 39, 44, 242

Galerkin model for smart vibroacoustics, 290,

293, 294, 297

discrete approximation, 294, 295

governing matrix, 296, 297

interface coupling matrix, 299

right-hand-side vector, 296, 297, 299

subdomain contribution matrices, 296, 297

system of algebraic equations, 296, 297

weak form, 293
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Gradient-based optimization, see optimization

(gradient-based), 22

Gram–Schmidt orthogonalization, 139

Harmonic excitation, see steady state, AC

analysis, vibration, 40

Helmholtz’s time-harmonic acoustics, see
acoustic medium, 285

Ideal gas, 192

Identification

conductance, 95, 96

damage, 39

damping, 245

delamination, 62, 66

impact load, 105

leakage, 76, 78

off-line, 62, 105

on-line, 66, 105

Impact detection, 160, 204

Impact load, 105, 215

absorption, see adaptive impact absorption

(AIA), 215

fast and slow dynamics, 106, 241

phases, 111

Impact load identification, 233, 238, 241

analytical model-based approach, 106, 116,

119

comparison of approaches, 124

identified parameters, 106, 113

sensors, 111, 124

solution map approach, 106, 107, 113

Influence matrix, 16, 23, 72, 76, 90, 134, 218,

219

Initial strain, 11

Input estimation

model-based, 127

unknown input, see observer, input estimation,

127

Interface coupling, 288

acoustic–elastic, 290

interface–coupling matrix of discrete model,

see Galerkin model for smart

vibroacoustics, interface–coupling

matrix, 299

poroelastic–acoustic, 289

poroelastic–elastic, 288, 289

poroelastic–poroelastic, 288

Inverse problem, 38, 105, 221

Johnson–Allard model, see porous material with

rigid frame, fluid-equivalent model, 277

Landing sink speed, 166, 167, 176, 183

Laser Doppler vibrometer (LDV), 4

Law

first of thermodynamics, 189

Hooke’s, 18, 29, 280, 281

Kirchhoff’s, 29, 87–89

Ohm’s, 29, 86

Length of folding wave, 207

Load decomposition, 140

reconstructible subspace, 141, 147

unreconstructible subspace, 141, 142

Load reconstruction, 136

elastoplastic systems, 143

identified characteristics, 133

ill-conditioning, 140, 147

overdetermined linear systems, 137

preconditioning, 137, 138

sensor location, see sensor location for load

reconstruction, 144

single-stage, 143

underdetermined linear systems, 140

uniqueness, 140

Macroelement method, 205

Magnetorheological fluid (MRF), 1, 6, 159,

184

Material redistribution, see remodeling, combined

stiffness/mass, 215

algorithm for elastic structures, 219

algorithm for elastoplastic structures, 226

Matrix

geometric, 17

Hurwitz, 126

incidence, 69, 86

influence, 218, 219

mass, 28

principal, 219, 221, 225, 230, 244, 245

stiffness, 16

Toeplitz, 136

Micro pyro-technique system (MPS), 153

Microelectromechanical system (MEMS), 5

Milwitzky–Cook model, 169

Minimization

of acceleration, 154, 162, 194

of rebound, 195

of stresses, 197

Model updating, 38

Modification coefficient

cross-section, 19, 25, 28, 219, 224, 225, 243,

246

density, 28, 224, 225, 227, 243, 247

environmental damping, 245–247
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Modification coefficient (Continued)

material damping, 245–247

Young’s modulus, 19, 25, 224, 225, 227, 243,

247

Multifolding microstructure (MFM), 155

Newmark algorithm, 23, 89, 221

Noise reduction, 269

active noise control (ANC), 269

active structural acoustic control (ASAC), 269

hybrid active–passive approach, 269

passive techniques, 269

Nondestructive testing and evaluation (NDT/E),

3, 37

Observability condition, 126

Observer, 124, 125

input estimation, 127

state and input estimation, 124, 127

state estimation, 124, 125

Optical

fibre Bragg grating (FBG) sensors, 4

interferometric sensors, 4

Optimization (gradient-based), 220, 229, 234,

241, 245

conjugate gradient, 138

Levenberg–Marquardt’s, 235, 236

penalty function, 234

quadratic programming, 78

steepest descent, 43, 63, 95

topology, 22, 31, 215

Oriented graph, 68

Piezoelectric

actuators, 49, 60, 262

ceramics, 3

crystals, 3

effect, 3

lead–zirconate-titanate (PZT), 3

polyvinylidene fluoride (PVDF), 3

sensors, 39, 60, 66, 201

transducers, 3

valve, 188, 193

Piezoelectricity, 282

boundary conditions, 284

boundary integral, 285

constitutive relations, 282, 283

electric boundary conditions, 285

electric permittivity matrix, 297

mass matrix, 297

mechanical boundary conditions, 284

piezoelectric coupling matrix, 297

stiffness matrix, 297

weak form, 282

Plastic zone, 136, 216, 226, 229, 241

Plasticity, 19, 26

controllable yield stress, 153, 157, 233, 238,

239, 241

isotropic hardening, 19, 135, 227

piecewise linear constitutive relation, 19, 26,

224, 225, 227

plastic hinge, 206, 207

return mapping algorithm for rate-independent

plasticity, 27, 134

total plastic strain, 26, 135, 144, 231

trial strain, 135

trial stress, 26, 135

yield criterion, 19, 135

yield stress, 19, 135, 156

Pneumatic structure, 188, 192

Poroelasticity, 279

boundary conditions, 286, 287

boundary integral, 286

constitutive constants, 274, 279

constitutive relations, 274

coupling to other media, see interface

coupling, 288

displacement formulation, 273, 275

effective densities, 273, 274

elastic coupling matrix, 298

equilibrium equations, 273, 274

fluid phase, see fluid phase of poroelastic

medium, 273

mixed formulation, 273, 275, 276, 279

porefluid pressure, 275

solid phase, see solid phase of poroelastic

medium, 273

total displacements, 275, 277

total stresses, 275, 277

viscoinertial coupling matrix, 298

weak form of the mixed formulation, 280

Porous material with rigid frame, 277, 285

effective bulk modulus, 278

effective density, 277

fluid-equivalent model (Johnson–Allard), 277,

285

Position of aircraft, 168

Pressure adjustment, see controlled release of

pressure, 187

Prestress accumulation, release (PAR), 241, 251,

257, 260

Protective barrier, 199
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Pyro-connection, 210, 211

Pyrotechnic technology, 193, 207

Random noise, 46

Rayleigh damping, 242

Reanalysis methods, 12

combined approximation (CA), 12

dynamic modification method (DMM),

14

pseudoforce method (PM), 13

shanks transformation (ST), 13

structural dynamic modification (SDM),

13

successive matrix inversion (SMI), 13

theorems of structural variations (TSV), 13

Regularization

by truncating singular values, 137, 141

L-curve technique, 137

tikhonov, 137

Remodeling

combined stiffness/mass, 215, 217,

223, 225

combined stiffness/mass/damping,

215, 244

conductance, 90

damping, 215, 241, 245

for impact load absorption, 232

mass, 27, 227, 247

of damped structures, 241

stiffness, 17, 24, 227, 247

water flow, 74

Response

linear, 18, 72, 91

measured, 42, 62

modeled, 15, 243

modified, 15, 221

original, 15, 217

residual, 18, 72, 91

Restitution coefficient, 109, 120

Rotating machinery, 38

Saint-Venant formula, 190

Self-repair, 161

Sensitivity analysis, 29, 79, 93, 143, 220, 229,

241, 244

Sensor location for load reconstruction

correlation of criteria, 146

criteria, 144

Sherman–Morrison–Woodbury formulas,

12

Shock absorber, 166

Signal processing, 37

fast Fourier transform (FFT), 39

Singular value decomposition (SVD), 128, 137,

140

pseudoinverse, 137, 141

Smart

acoustic panels, see elasto–poroelastic panels,

304

materials, 1

structures, 1, 6

technologies, 1

vibroacoustics, 269

Soft computing, see artificial intelligence, 5

Solid phase of poroelastic medium, 272

displacements, 273

mass matrix, 298

partial stress tensor, 274, 276

stiffness matrix, 298

Specific energy absorption (SEA), 205

Springback, 168, 178

State estimation, see observer, state estimation,

125

State-space form, 125

Steady state

AC analysis, 88

DC analysis, 87

vibration, 40, 242

water flow, 69

Strategy of adaptation, see control, strategy,

191

Structural

fuse, 155

fuse (energy dissipator), 6, 155, 215,

232, 237

signature, 38

Structural health monitoring (SHM), 2, 3, 37

Structure

adaptive, see adaptive, structures, 2

beam, see beam, 53

controllable, 6

frame, 217

ground, 22

loaded, 15

modeled, 15, 90, 217, 218, 223, 224, 243

modified, 15, 90, 217, 218, 221, 224, 242

original, 15, 217, 242

plate, 217

prestressed, 15

smart, see smart, structures, 1

stiffest elastic, 233, 234

truss, see truss, 22, 160
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System

analogies, 29, 68, 85

theory, 68

System identification, 39

complex mode indicator function (CMIF), 39

eigensystem realization algorithm (ERA), 39

least squares complex exponential (LSCE), 39

PolyMAX, 39

stochastic subspace identification (SSI), 39

System response time, 134

System transfer function, 133

convolution, 133

deconvolution, see load reconstruction, 136

Time domain, 39, 44

Truss, 20, 22, 48, 53

Uniform pressure method (UPM), 188

Vibration damping, 251

Vibroacoustics, 37

Virtual distortion, see distortion, virtual,

217, 262

Virtual distortion method (VDM), 11, 132, 134,

216

dynamic, 23

PAR formulation, 260

static, 16

Water networks, 68

constitutive nonlinearity, 70, 74

governing equations, 69

leakage identification, 76, 78

modeling, 68

parameter remodeling, 74

Weigh-in motion (WIM), 106

Wireless communication, 5


